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Preface

Before the 1970s, networks were primarily used to carry voice or telephone calls
over circuit-switched networks. Failures and service outages in such transport net-
works were handled mainly at the circuit layer, and many a time manually. Most
of the remedial actions included routing of the call by manual configuration of
switches by network operators. Over time the capacity of the transport networks
increased, data overlay networks were created and a large number of end-users
instituted private voice and packet networks.

With the advent of fiber optic transmission systems and eventually wavelength-
division multiplexing (WDM) the bandwidth of a single fiber soared. With increas-
ing deployment of fibers in networks, the risk of losing large volumes of traffic due
to a span cut or a node failure has also increased tremendously. In the 1990s Bellcore
developed the SONET (synchronous optical network) standard and standardized
the concept of self-healing rings. It was soon followed by the equivalent standard
named SDH (synchronous digital hierarchy) in Europe. This appeared to be the
final solution. Many service providers could replace all of their cumbersome and
expensive point-to-point transmission systems with a few multi-node, self-healing
SONET rings. Many carriers joined the SONET ring bandwagon.

With further developments in technology, more and more mesh-network topolo-
gies started emerging. Failure management still remained a part of the solution and
recovering from them remained a challenging issue. It soon started to fuel the ev-
erlasting question that still prevails to this day: which is a better option, ring-based
or mesh-based restoration? Over the years, as the traffic increased a mesh-based
approach seemed to be a more viable option for providing restoration, compared to
a traditional ring network. There are different tradeoffs between ring and mesh
restoration. In a ring network, once the network is installed the restoration is
automatic. In contrast, in a mesh network, most of the control is in the hands
of a centralized control system, and hence it makes the control very complicated.
This motivated the need for intelligent network elements which are capable of

xiii



xiv Preface

distributed routing, detecting failures of the links and passing topology update
information amongst adjoining nodes using variations of link state protocols.

Another important element of the architecture is when and how much to do
to recover at the time of establishing a connection. The range of options varies
from identifying and provisioning the resources for recovery to take care of failure
at the time of establishing the connection, to identifying all resources to recover
when a failure occurs. The former is called protection and the latter is an extreme
in restoration. In between options include identifying an alternate path only for
a connection being established, identifying an alternate path and resources to be
used on the path but not activate the path, or even activating the resources but not
using them. Each option presents a different cost and impact on functionality of the
network.

In present-day networks, SONET rings are more prevalent in metropolitan net-
works, where there is less geographic diversity, whereas mesh-based networks are
more common in ultra-long-haul networks covering areas of vast geographical vari-
ations. Also, as optical cross-connects and WDM switching technologies mature,
mesh-based restoration for pure optically switched networks are of increased inter-
est because of the reduced costs of optical–electrical conversion and the economics
of scale for integration of WDM and electronics.

Another important debate that has not been settled is which layer in networking
should be responsible for protection and/or restoration. At the present time the
internet protocol (IP) is the dominant mode of internetworking. The IP layer has
its own protection and restoration strategy. For each destination, a source may
have many possible paths and may choose to have a preferred path for routing
packets to that destination. At the optical or physical network level, a network
designer may adopt a strategy to recover from a complete fiber failure. On the
other hand, many IP routes may be routed through the same fiber as a fiber does
support many channels, each being used for a different IP route. Thus, a single
fiber failure may result in multiple IP route failures. Moreover, optical networks
use the concept of a virtual topology, in which most commonly used routes may
be created using a concatenation of channels on multiple fibers. The IP layer may
not even be aware of how the physical network has been utilized to create a virtual
topology. Hence IP routing and restoration have some pitfalls. It is not clear which
strategy or a combination of the two is better. It is believed by many researchers that
protection/restoration at the WDM layer is more advantageous, but this is disputed
by those who prefer IP protection/restoration.

This brings us to one of the two most important contributions of this book.
We attempt to provide a brief overview of different optical networking trends
and technologies followed by different network design and restoration architec-
tures in mesh-restorable optical networks. Several chapters are devoted to studying
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various protection and restoration architectures, methods to model the problem,
and algorithms to design functionality and operational aspects, and to study the
performance of various schemes.

Another important problem in optical fiber networks with wavelength-division
multiplexing is that of traffic grooming. The capacity of a single wavelength channel
has been increasing constantly, reaching the level of 10–40 GHz/channel. At the
same time individual user requirements are not increasing at the same pace, although
the overall number of users and applications are increasingly dramatically. Thus,
it is important to accommodate all the applications while utilizing the resources
efficiently. The traffic grooming problem presents a whole new set of challenging
problems.

The second half of the book focuses on traffic grooming. Traffic grooming is a
technique for multiplexing different subwavelength capacity traffic requirements
onto a single wavelength so that the wavelength and hence the capacity requirements
of the whole network are minimized.

This book is written with two main communities in mind.
One of them consists of my colleagues in industry, research scientists, technol-

ogy planners, network designers, and also corporate research laboratories. They
are incessantly striving to access the economics of different architectural decisions
and standards devolvement. Network operators are in a fiercely competitive mar-
ket, striving for more and more productivity. Mesh networking studied in this book
provides them with great productivity enhancements through greater network effi-
ciencies and flexibility. Developers of network modeling, simulation, and network
planning would be interested in many of the ideas presented in this book. Incor-
porating capabilities to design all types of architecture alternatives, and accessing
the merits and demerits of each chosen alternative, the book fuels the interest of
different network researchers.

The second main community who would benefit from this book are graduate-
level teachers and researchers who want a self-contained volume to derive insights
into aspects of transport network design and also to use this to teach a graduate-level
course on optical networking. I expect both communities to benefit equally. Any
designer of a new graduate course will hopefully continuously upgrade the material
with more advanced developments as the technology improves.

In the following, the flow of the contents in the book is explained.
Chapters 1 and 2 serve as introductory chapters to networking using fiber op-

tics technology and the rest of the book. Since the book specializes on two most
important topics, understanding the rest of the concept is important. For that rea-
son, these chapters serve as an introduction to wavelength-division multiplexing,
broadcast-and-select-network designs, and different optical networking trends and
technology. They also introduce several interesting aspects and issues in the design
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of such networks, which include the routing and wavelength assignment prob-
lems, optical packet switching and optical burst switching, traffic grooming and
survivability in mesh restorable optical networks, and survivable traffic grooming
in optical networks.

The book then moves on to discuss different restoration approaches and also
the upgradeable network design problem. The whole concept is treated within a
survivability framework. Mesh restoration architectures have natural ties into the
network design problem. It can be viewed as a network design and network operation
problem. The problem can be formulated using different scenarios and that subject
is dealt with in the next chapter. Different formulations and heuristic approaches to
solving the network design problems are discussed in Chapter 3. Chapter 4 deals
with an alternate approach, called the p-cycle or protection cycle. This strategy
allows the use of similar protection algorithms to those designed for ring networks
in mesh-like architectures.

Chapter 5 concentrates on network operation. There are two important goals
in network operation. The network can be optimized to use minimal capacity out
of that available to serve the offered demand, assuming that the demands are not
greater than the capacity. The goal here is to keep as much capacity free as possible
to accommodate future requests. Alternately, the demands offered may be more than
the available capacity. In that case, the goal is to optimize the operation and accept
those requests that would maximize the service providers’ gain. Depending on the
gain matrix chosen, the optimization can be tuned to serve a specific aspect. The
details of such operational optimizations are discussed in the form of the capacity
minimization and the revenue maximization subproblems.

The optimization problems formulated in Chapter 5 are complex and difficult to
solve in real time. We continue to discuss different relaxation techniques that can
be applied to solve the integer linear programming (ILP) problems in Chapter 6.
The goal here is to adopt those techniques that will result in a near-optimal solution
while minimizing the required computation time. Some insight into the formulation
is developed and used to derive near-optimal or optimal solutions while keeping
the commutation time under control for near real-time and real-time on-line appli-
cations.

In Chapter 7, we discuss how to tolerate multiple link failures in a network. The
problem is reviewed in detail and some solutions are studied. We also present an ILP
approach to solve the dual-link failure problem in a WDM network. Several other
techniques for solving the multi-link failure protection and restoration problem are
also presented.

In the following chapter, Chapter 8, we present another approach called the
subgraph-based routing strategy in mesh-restorable WDM optical networks. In this
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scheme no resources are reserved for protection. However, provision is made to
make sure that all resources are available when an actual failure indeed occurs. It
is demonstrated how subgraph routing can be used to protect a network against
multiple-link and node group failures.

Chapter 9 introduces the concept of traffic grooming in WDM optical networks.
Both static and dynamic traffic grooming concepts are presented. The chapter also
discusses techniques for static traffic grooming in rings and presents the advantages
of and issues in traffic grooming in WDM rings.

Chapter 10 presents a model to study the advantages of traffic grooming and
quantifies the gains of traffic grooming. An analytical model of a WDM grooming
network is presented for grooming on a single wavelength on a single- and a multi-
hop path. The model also discusses the type of network where all or some of the
nodes in the network may be capable of grooming.

One of the important issues in any traffic grooming is that of fairness. Since
users may request different capacities, it is important that all requests are handled
fairly based on chosen criteria. Although fairness means different things to different
people, we present a model of fairness in Chapter 11 that we use in this work and
evaluate the fairness of various routing and wavelength assignment algorithms used
in WDM grooming networks.

Chapters 12 and 13 bring the two topics, survivability and traffic grooming, to-
gether. In Chapter 12, we discuss survivable grooming network design. Both routing
and wavelength selection issues for survivable traffic grooming are presented and
solutions are developed to utilize resources effectively in such networks. Chap-
ter 13 deals with the design of networks that support static traffic grooming with
survivability.

In the second part of the second topic, a new framework for dealing with traffic
grooming is presented. This framework, called a trunk-switched network, presents
a methodology to represent and analyze traffic grooming. The framework is a
powerful one, which can support modeling of various traffic grooming mechanisms
and analyze them. Chapter 14 presents the framework and modeling methodology
for a WDM traffic grooming network. The next chapter, Chapter 15, is devoted to
use of the network for performance analysis. Chapter 16 is devoted to validating
the model and includes several examples to demonstrate the applications of trunk-
switched WDM grooming networks. Both sparse and dense networks (defined based
on the number of nodes that support traffic grooming) as well as homogeneous
and heterogeneous networks (defined based on the type of grooming nodes being
identical or different) are managed.

Chapter 17 is devoted to traffic routing and wavelength assignment algorithms
in a traffic grooming network. Several algorithms are presented and analyzed.
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Chapter 18 presents traffic grooming in an IP-over-WDM network. This is an
important area as both IP and WDM have to eventually work together. Algorithms
to route IP traffic efficiently over a WDM network are presented and analyzed.

The final chapter, Chapter 19, presents an innovative technique called the light
trail architecture, which is used for traffic grooming in WDM optical networks
for local and metropolitan areas and has the potential to integrate with wide area
networking. It also discusses how restoration can be achieved in the light trail
architecture and presents an ILP formulation for the survivable light trail design
problem.

Additional material in a few appendices would help researchers from various
communities to develop interest in the topic of survivability and traffic grooming
in optical networks. The goal is to create a highly useful and interesting book that
is imbued with new options and insights for industry and academia to enjoy and
benefit from.
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1

Optical networking technology

Technological advances in semiconductor products have essentially been the pri-
mary driver for the growth of networking that led to improvements and simplifica-
tion in the long-distance communication infrastructure in the twentieth century. Two
major networks of networks, the public switched telephone network (PSTN) and the
Internet and Internet II, exist today. The PSTN, a low-delay, fixed-bandwidth net-
work of networks based on the circuit switching principle, provides a very high qual-
ity of service (QoS) for large-scale, advanced voice services. The Internet provides
very flexible data services such as e-mail and access to the World Wide Web. Packet-
switched internet protocol (IP) networks are replacing the electronic-switched,
connection-oriented networks of the past century. For example, the Internet
is primarily based on packet switching. It is a variable-delay, variable-bandwidth
network that provides no guarantee on the quality of service in its initial phase.
However, the Internet traffic volume has grown considerably over the last decade.
Data traffic now exceeds voice traffic. Various methods have evolved to provide
high levels of QoS on packet networks – particularly for voice and other real-time
services. Further advances in the area of telecommunications over the last half a
century have enabled the communication networks to see the light. Over the 1980s
and 1990s, research into optical fibers and their applications in networking revo-
lutionized the communications industry. Current telecommunication transmission
lines employ light signals to carry data over guided channels, called optical fibers.
The transmission of signals that travel at the speed of light is not new and has been in
existence in the form of radio broadcasts for several decades. However, such a trans-
mission technology over a guided medium, unlike air, with very low attenuation
and bit-error rates makes optical fibers a natural choice for the medium of commu-
nication for next-generation high-speed networks. The first major change with the
development of the fiber technology was to replace copper wires by fibers. This
change brought high reliability in data transmission, improved the signal-to-noise
ratio and reduced bit-error rates.

1



2 Optical networking technology

Fig. 1.1. A next-generation network architecture.

With the advent of optical transmission technology over optical fibers, the com-
munication networks have attained an orders of magnitude increase in the network
capacity. This development had a tremendous and dramatic impact on social and
economic aspects of the lives of people around the world [1, 3, 4, 5]. With increasing
data traffic and high QoS requirements on packet networks, it is becoming desir-
able to bring together various different networks around a single packet-based core
network. The next-generation network (NGI) architectures are converging to share
a common high-level architecture as shown in Fig. 1.1. It would integrate multiple
different networks, e.g., PSTN, IP, ATM (asynchronous transmission mode), and
SONET (synchronous optical networks)/SDH (synchronous digital hierarchy), etc.
based networks into a single framework.

Initially, the migration from electronic to optical transmission technology was
achieved by only replacing copper cables with optical fibers. Traditional time-
division multiplexing (TDM) that allows multiple users to share the bandwidth of
a link was employed. In TDM, the bandwidth sharing is in the time domain. Multi-
plexing techniques specific to optical transmission technology were not employed
in the early networks. The synchronous optical network is the most popular network
in this category. SONET is based on a ring-architecture, employing circuit-switched
connections to carry voice and data traffic. The second-generation optical network
uses wavelength-division multiplexing (WDM) which is similar to frequency-
division multiplexing (FDM).

1.1 Wavelength-division multiplexing

The optical transport layer is capable of delivering multi-gigabit bandwidth with
high reliability to the service platforms. The bandwidth available on a fiber is
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Fig. 1.2. A fiber divided among multiple wavelengths.

approximately 50 THz (terahertz). Increasing the transmission rates could not be
adopted as the only means of increasing the network capacity. Transmission rates
beyond a few tens of gigabits per second could not be sustained for longer distances
for reasons of impairments due to amplifiers, dispersion, non-linear effects of fiber,
and cross-talk. Hence, wavelength-division multiplexing was introduced, which
divided the available fiber bandwidth into multiple smaller bandwidth units called
wavelengths.

The WDM-based networking concept was derived from a vision of accessing a
larger fraction of the approximately 50 THz theoretical information bandwidth of a
single-mode fiber. A natural approach to utilizing the fiber bandwidth efficiently is to
partition the usable bandwidth into non-overlapping wavelength bands. Each wave-
length, operating at several gigabits per second, is used at the electronic speed of the
end-users. The end-stations thus can communicate using wavelength-level network
interfaces. Wavelength-division multiplexing turns out to be the most promising
candidate for improving fiber bandwidth utilization in future optical networks.
Figure 1.2 depicts the WDM view of a fiber link. The research, development, and
deployment of the WDM technology evolved at a rapid pace to fulfill the increasing
bandwidth requirement and deploy new network services.

The wavelength-division multiplexing mechanism divides the bandwidth space
into smaller portions. Hence, the multiplexing is said to occur in the space domain.
Different connections, each between a single source–destination pair, can share
the available bandwidth on a link using different wavelength channels. Advanced
features such as optical channel routing and switching supports flexible, scalable,
and reliable transport of a wide variety of client signals at ultra-high speed. This
next-generation network concept dramatically increases, and maximally shares, the
backbone network infrastructure capacity and provides sophisticated service differ-
entiation for emerging data applications. Transport networking enables the service
layer to operate more effectively, freeing it from the constraints of physical topology
to focus on the sufficiently large challenge of meeting the service requirements.

The application signals have widely varying characteristics, e.g., signal format,
type of signal, and transmission speed. To transport the varied application signals
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Fig. 1.3. A broadcast-and-select network.

over the optical transport network, a network service layer is needed to map the
signals to optical channel signals along with an associated “overhead” to ensure
proper networking functions. This layer, for example, captures today’s IP and ATM
capabilities with statistical multiplexing and a QoS guarantee. Protocols such as
multi-protocol label switching (MPLS), resource reservation protocol (RSVP), and
differentiated services (DiffServ) play a major role in supporting the required QoS
across a wide set of applications. The network service layer relies entirely on the
transport layer for the delivery of multi-gigabit bandwidth where and when it is
needed to connect to its peers.

1.2 Broadcast-and-select networks

Early optical networks employed broadcast-and-select technology. In such net-
works, each node that needs to transmit data broadcasts it using a single wave-
length and the receiving node selects the information it wants to receive by tuning
its receiver to that wavelength. In a WDM network, many nodes may transmit simul-
taneously, each using a different wavelength on the same fiber or passing through
the same node. A broadcast star architecture as shown in Fig. 1.3 is an example of
such a network.

Nodes in the broadcast-and-select networks are connected by links and optical
couplers. An optical coupler is a passive component that is used for either combining
or splitting the signals into or from a fiber. The couplers can be configured to
split/combine signals in specific ratios so as to achieve a proper energy mix/split.
The central coupler in Fig. 1.3 couples all of the energy transmitted by all nodes
and splits the combined energy equally among all receivers.

It should be evident that the data transmitted by a node is received by all other
nodes. Every node only uses the data that is destined for it and discards the rest.
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Fig. 1.4. A combination of broadcast-and-select elements used to form a network.

The major features of optical couplers include low insertion loss, excellent en-
vironmental stability, long-term reliability, and multiple performance levels. Such
networks are typically found in local area networks and cable-TV or video distribu-
tion networks, networks that typically provide the end-user connectivity. Different
receiving nodes can tune their receiver to different wavelength channels and receive
the information pertinent to it from the appropriate source node.

Several broadcast star nodes can be used to design a broadcast-star network. A
bigger network that employs several broadcast stars is shown in Fig. 1.4. In this
network, the coupling nodes, marked as nodes 1 to 4, couple the energy received
from all incoming fibers and redistribute it to all outgoing fibers. Only a single pair
of two end nodes that wish to communicate can use one wavelength in a one-to-one
communication setup. Thus if there are W wavelengths in the system, only W access
node-pairs can communicate (W transmitter and W receivers) irrespective of the
size of the network. Moreover, a centralized arbiter must control the wavelength
usage. The last two items are the reason why such a network cannot be used in
wide area networks or bigger network applications. In the case of a multicasting
application, data transmitted from one node can be received by more than one node
without any extra effort.

1.2.1 Broadcast-and-select network design

In order for a source node to communicate with a receiver, both nodes must be
operating at the same wavelength. One way to organize nodes in the broadcast-
and-select networks is to have each node transmit data on a specific wavelength. A
network with N nodes would employ W wavelengths where every node is assigned
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a single wavelength to transmit. A unique wavelength can be assigned to every
node to transmit if N ≤ W . Otherwise many transmitting nodes will have to share
a wavelength. If W < N then a control mechanism would also be required to
decide which transmitting station among the many that share the wavelength would
use the channel at a given time. A channel access protocol governs the sharing. There
are several ways to design a broadcast-and-select network with each transmitting
and receiving node being equipped with a different number of transmitters and
receivers. They are listed below.

(i) A fixed transmitter and single tunable receiver.
(ii) A fixed transmitter and W receivers.

(iii) W transmitters and a single fixed receiver.
(iv) 1 < k1 < W tunable transmitters and 1 < k2 < W tunable receivers.

Different schemes will require a different mechanism to control the network. For
example, with a single transmitter and W receivers at a node, a node can transmit
at any time as long as the wavelength is free and the central controller only assigns
the transmission time to a node so that there is no collision. This is called a fixed
transmitter scheme. A similar control is exercised in the third case, where the receive
time needs to be allocated for a node along with the condition that the wavelength
used by the receiver must be free for that duration. In the last case control is more
complicated and various control mechanisms can be derived. Several schemes to
control such a system have been developed in the literature.

Each receiver node may have one or more receivers that can be tuned to the
wavelength of the transmitting station that is the current source of data to that
particular node. This is called a tunable receiver scheme. In this environment, a
control channel is used to establish a connection between source and destination
nodes to allow the latter to tune their receivers to the transmitting wavelength of
the source nodes. Quite a bit of time is lost in deciding who should transmit to
whom and in tuning the receivers. The control channel may also be time slotted
where data and control are separated. In a control round, each transmitting station
requests the possible desired destination for which it has some data. The destination
nodes arbitrate and decide on their respective current sources and correspondingly
tune their receivers to the wavelengths of the transmitting nodes. The actual data
is then transmitted. On the other hand, control could be asynchronous in which a
transmitting station sends a request to the destination node and upon receiving an
acknowledgement, transmits the data. An acknowledgement is sent in such a way
that a tuning period is allowed at the destination node. The actual transmission only
occurs after the tuning is complete.

In the case where the receiving node has W receivers, receiver arbitration is not
required. Transmitter arbitration is still required irrespective of whether N > W
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or N < W , to decide which node should transmit at a given time to a particular
receiver since more than one node may have data to transmit.

In an alternate scenario, each receiver may have a fixed-wavelength receiver. This
is called a fixed receiver scheme. In this case, a transmitting node has to tune to the
wavelength of the receiver before transmitting. This is called a tunable transmitter
scheme.

In the case where the sender node has W transmitters, the sender can transmit
on the receiver’s wavelength without arbitration. However, a control mechanism is
required to decide which node should transmit to the destination at a given time.
Again the control mechanism can be synchronous or asynchronous.

In another scenario the tuning of both transmitters and receivers to match the
transmitter–receiver pairs using a control mechanism may be deployed.

The disadvantage of such a passive network is that its range is limited. Long-range
networks, typically countrywide networks, cannot employ such a broadcast-and-
select mechanism due to capacity inefficiency. The data is unnecessarily sent to all
the nodes in the network, resulting in poor network utilization. Also, as the signals
travel farther the quality of the signal degrades necessitating signal regeneration
with reshaping and retiming.

1.3 Wavelength-routed WDM networks

In order to avoid unnecessary transmission of signals to nodes that do not require
them, wavelength routing mechanisms were developed and deployed. A wide va-
riety of optical components to build WDM networks were developed that included
wide-band optical amplifiers (OAs), optical add/drop multiplexers (OADMs), and
optical cross-connects (OXCs). Thus it became possible to route data to their re-
spective destinations based on their wavelengths. All-optical networks employing
wavelength-division multiplexing and wavelength routing are now viable solutions
for wide area networks (WANs) and metropolitan area networks (MANs).

The use of wavelength to route data is referred to as wavelength routing, and net-
works that employ this technique are known as wavelength-routed networks [234,
236, 240]. In such networks, each connection between a pair of nodes is assigned a
path and a unique wavelength through the network. A connection from one node to
another node, established on a particular wavelength, is referred to as a lightpath.
Connections with paths that share a common link in the network are assigned dif-
ferent wavelengths. The two end nodes may use any protocol and signal type such
as analog or digital to modulate the optical signal. These wavelength-routed WDM
networks thus offer the advantages of protocol transparency and simplified man-
agement and processing in comparison to routing in telecommunications systems
using digital cross-connects.
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Fig. 1.5. Node architecture in a wavelength-routed WDM network without wave-
length conversion.

In wavelength-routed networks the nodes employ optical cross-connects that
can switch an individual wavelength from one link to another. In order to operate
the network in a transparent manner, the switching of a wavelength is done in the
optical domain. Figure 1.5 depicts an optical switching node. In this architecture,
wavelengths on an incoming fiber are demultiplexed and separated. Then the same
wavelengths from all fibers are switched together and routed to the outgoing fibers
using a wavelength switching mechanism. There is a separate switch for each
wavelength. At the output, all wavelengths being routed to one fiber are multiplexed
and then sent out to the outgoing fiber.

A wavelength-routed WDM network is shown in Fig. 1.6. The figure shows
connections established between nodes A and C, H to G, B to F, and D and E. The
connections from nodes A to C and B to F share a link. Hence, they have to use
different wavelengths on the fiber.

In a wavelength-routed WDM network, the path of a signal is determined by
the location of the signal transmitter, the wavelength on which it is transmitted,
and the state of the network devices. An example of such a network with two
wavelengths on each link is shown in Fig. 1.7. There are two connections that
are in progress, one from node 1 to node 2 using wavelength λ1, and another from
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Fig. 1.6. A wavelength-routed WDM network.

Fig. 1.7. A demonstration for the wavelength continuity constraint on a two-hop
path.

node 2 to node 3 using wavelength λ2. A connection request from node 1 to node 3
is blocked, although free wavelengths are available on both link 1 and link 2. This is
because of the wavelength continuity constraint, that is, the same wavelength must
be assigned to a connection on every link. Otherwise a wavelength converter is
required at the switching node 2. Connection requests to set up lightpaths encounter
a higher blocking probability than path setup requests do in electronic-switched
networks because of the wavelength continuity constraint.
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1.4 Wavelength conversion in WDM networks

As noted above in optical networks, the wavelength continuity constraint restricts
a connection to occupy the same wavelength on every link of a chosen path from
source to destination. The transmission of signals on the fiber has to follow certain
restrictions due to the technological constraints. The wavelength continuity con-
straint could result in rejecting a call even though the required capacity is available
on all the links of the path but not on the same wavelength. The reason for rejecting
a request is due to the inability of intermediate nodes to switch the connection from
one wavelength to another on two consecutive links. The wavelength continuity
constraint and the need for conversion are demonstrated in Fig. 1.7.

The effect of wavelength conversion is analyzed using different models. Initially
analytical models to evaluate the performance of wavelength-routed WDM
networks were developed using the assumption that the link loads were statistically
independent [10, 179, 180]. This assumption is justified based on the overall effect
of routing various connections and the intermixing of traffic over different links.
Thus the traffic on a link appeared to be independent of other links in the network.
Analytical models for quantifying the benefits of employing wavelength conver-
sion capabilities in a network were later developed [87, 164, 179, 197, 219, 267,
269, 270, 272, 279], continuing with the same assumption of statistical link load
independence. The concept of link load correlation was put forward in later analysis
[268].

Wavelength converters are also expensive devices. Thus another expectation
in network design has been that either not every node can perform wavelength
conversion or a node cannot convert any wavelength arbitrarily to any other wave-
length. The former concept is named sparse-wavelength conversion, where only
a few nodes in the network have full-wavelength conversion capability. The latter
concept is called limited-wavelength conversion, where a wavelength may only be
translated to some limited set of wavelengths at a node. A model for analyzing the
network performance in terms of the blocking probability with sparse-wavelength
conversion with link load correlation has been developed in [268]. Models for
limited-range wavelength conversion can be found in [144, 235, 287, 294].

An alternative for wavelength conversion is a multiple-fiber network where each
link consist of multiple fibers, say F . Thus every wavelength is available on ev-
ery link F times. Analytical models for multi-fiber networks were developed by
extending the models for a single-fiber wavelength-routed network [196].

Most of the analytical models assume fixed-path routing, i.e. the path that is
chosen for establishing a connection from the source to the destination is known
a priori. Analytical models that account for dynamic routing based on up-to-date
network status are complex, and hence have received very little attention [24].
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All-optical wavelength converters are being prototyped in research laboratories
[153, 166, 235, 254]. However, the techniques have not matured yet. All-optical
wavelength conversion retains the signal in the optical domain and is transparent
to the clock-rate and frame format. However, these devices are prohibitively ex-
pensive to deploy widely in the networks. These benefits depend on the topology
of the network, the traffic demand, the number of available wavelengths, and the
routing and wavelength assignment algorithms [27, 206], among other factors. As
the network becomes denser, one would expect the usefulness of converters to de-
crease, since the paths get shorter. In the limiting case with a link between every
node-pair, wavelength converters have no effect on the blocking performance, since
all connections are one-hop connections. This assumes that the direct link is always
used in this case. If alternate-path routing is allowed, wavelength converters may
still be of some benefit. On the other hand, a sparsely connected network tends not
to mix the traffic well and thus causes a load correlation in successive links. This
reduces the usefulness of wavelength converters [265].

1.4.1 Conversion technology

A WDM network without wavelength conversion is referred to as a wavelength
selective (WS) network. As noted earlier, the performance of a network can be
improved by using wavelength converters at the switching nodes. Networks with
wavelength conversion are called wavelength interchanging (WI) networks [282].

Wavelength conversion mechanisms can be classified based on the range of
wavelength conversion. Fixed-wavelength conversion allows the signal to be con-
verted from a specific input wavelength to a fixed output wavelength. The choice
of output wavelength is fixed for an input wavelength, hence the name. If the signal
on a wavelength can be converted into any other wavelength, it is referred to as
full-wavelength conversion. If the signal can be converted from one wavelength to
a set of, but not all, wavelengths, it is referred to as limited-wavelength conversion.
Figure 1.8 shows the different types of wavelength conversions at a node with four
wavelengths denoted by W 1 through W 4.

The first solution for wavelength conversion is opto-electronic wavelength con-
version, in which the optical signal is converted into the electronic domain first.
The electronic signal is then used to drive the input of a tunable laser tuned to
the desired wavelength of the output. Since this technique is not transparent to
data bit rate and data format, which is one of the major advantages of using opti-
cal networking, opto-electronic wavelength conversion is not preferred for use in
future networks. All-optical wavelength conversion, in which no opto-electronic
conversion is involved, can be divided into the following categories.
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Fig. 1.8. Types of wavelength conversion: (a) no wavelength conversion; (b) fixed-
wavelength conversion; (c) limited-wavelength conversion; (d) full-wavelength
conversion.

� Wavelength conversion using wave mixing, including four-wave mixing [254] and differ-
ence frequency generation (DFG) [8].

� Wavelength conversion using cross-modulation, including semiconductor optical ampli-
fiers (SOAs) in XGM and XPM mode [125, 282], and semiconductor lasers [196].

1.5 Optical packet switching

Thus far, the discussion has centered on circuit-switched lightpaths in WDM net-
works. One alternative to circuit switching is to use optical packet switching (OPS)
[43, 181, 214, 314] technology in the backbone. The major advantages of OPS are
the flexible and efficient bandwidth usage, which enables the support of diverse
services. Pure OPS technology in which packet header recognition and control are
performed in the all-optical domain is still many years away, and may not become a
reality. OPS technology with electronic header processing and control is more re-
alistic for medium-term network scenarios. A practical OPS experiment has been
performed under the European ACT KEOPS (KEys to Optical Packet Switching)
project [43]. In KEOPS, the header is sent with data (payload) but at a lower
bit rate, and the header processing is still in the electrical domain. This potentially
requires optical buffering at the input port to allow the header processing circuits
to finish the job. At present, the buffering technology is not mature and has to over-
come a number of technological constraints, such as the large and varying size of
optical buffering. Header processing at high speeds is also an important issue.

1.6 Optical burst switching

Another viable alternative switching technology to transporting IP traffic directly
over WDM networks is optical burst switching (OBS) [18, 49, 145, 281]. In a
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wavelength-switched network, once a lightpath is established, it remains in place
for a relatively long time, perhaps months or even years. In OBS, the goal is to set up
a wavelength channel for each single burst to be transmitted. OBS is an adaptation
of an International Telecommunication Union–Telecommunication Standardization
Sector (ITU-T) standard for burst switching in ATM networks, known as ATM block
transfer (ABT) [162]. A burst that carries one or more IP packets is dynamically
assigned to a wavelength channel upon its arrival. To establish a connection, an
associated control packet is transmitted over a wavelength channel or a non-optical
channel before the burst is transmitted. In the tell-and-wait (TAW) scheme [116], a
burst is buffered while the control packet is being sent to set up switches and reserve
bandwidth for establishing a connection. While in the tell-and-go (TAG) scheme
[78, 116], a burst is sent immediately after its control packet without receiving a
confirmation. If a switch along the path cannot carry the burst due to congestion, the
burst is dropped. In this scheme, it may still be necessary to buffer the burst in the
optical burst switch until its control packet has been processed [162]. Other schemes
known as just-enough-time (JET) [49] and just-in-time (JIT) [141] have also been
developed. An OBS architecture is described in [145]. Currently, no commercial
OBS networks exist.

1.7 The rest of the book

With a brief description of development and the main concepts of WDM technology,
the rest of the book concentrates on a few dominant issues. In Chapter 2, design
issues are discussed and following that the book focuses on survivability and traffic
grooming, in particular subwavelength level traffic grooming issues. Towards the
end, new architectural concepts that are being developed will be discussed.



2

Design issues

Optical technology involves research into components, such as couplers, amplifiers,
switches, etc., that form the building blocks of the networks. Some of the main
components used in optical networking are described in Appendix A1. With the help
of these components, one designs a network and operates it. Issues in network design
include minimizing the total network cost, the ability of the network to tolerate
failures, the scalability of the network to meet future demands based on projected
traffic volumes, etc. The operational part of the network involves monitoring the
network for proper functionality, routing traffic, handling dynamic traffic in the
network, reconfiguring the network in the case of failure, etc. In this chapter, these
issues are introduced in brief, followed by a discussion of the two main issues
in network operation, namely survivability and how traffic grooming relates to
managing smaller traffic streams.

2.1 Network design

Network design involves assigning sufficient resources in the network to meet
the projected traffic demand. Typically, network design problems consider a static
traffic matrix and aim to design a network that is optimized based on certain per-
formance metrics. Network design problems employing a static traffic matrix are
typically formulated as optimization problems. If the traffic pattern in the network
is dynamic, i.e. the specific traffic is not known a priori, the design problem in-
volves assigning resources based on certain projected traffic distributions. In the
case of dynamic traffic the network designer attempts to quantify certain network
performance metrics based on the distribution of the traffic. The most commonly
used metric in evaluating a network under dynamic traffic patterns is the blocking
probability. This is computed as the ratio of the number of requests that cannot be
assigned a connection to the total number of requests. With this metric, one makes
decisions on the amount of resources that need to be deployed in a network, the

14
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operational policies such as routing and wavelength assignment algorithms, and
call acceptance criteria, etc.

To formulate a network design problem as an optimization problem, the in-
puts to the problem are the static traffic demand and some specific requirements,
e.g., the required network reliability and fault tolerance requirements, the network
performance in terms of blocking, the restoration time after a failure occurs, etc.
The objective of the optimization problem is to find a topology that minimizes the
resources, including the number of links and fibers, the number of wavelengths
on each fiber, and the number of cross-connect ports, to meet the given require-
ments. The outputs include the network configuration, and the routes and wave-
lengths that are to be used for source–destination pairs. The network design problem
can be formulated as an integer linear programming (ILP) or a mixed integer lin-
ear programming (MILP) problem. Since the number of variables and constraints
can be very large in WDM networks, heuristics are usually used to find solutions
faster.

In some design problems, even the network topology may be given. The design
problem simply identifies resources to be deployed at (i) each node, in terms of
the type of switch and the number of switching elements, cross-connects, etc. and
(ii) each link in terms of the number of fibers in each link, the number of wavelengths
in each fiber, etc.

Simulations can be used to measure the blocking performance of networks.
However, simulation takes a long time to achieve meaningful results. In order to
expedite this process, analytical models are also employed that serve as a coarse
tool for evaluating network performance [30, 34, 88, 264]. The analytical models
are employed in the network design phase to serve as an elimination criterion,
where network designs with lower projected performance are rejected. Therefore,
analytical models form a critical component of the network design phase.

After a network has been built, one critical problem is how to operate it such that
its performance is optimized under dynamic traffic conditions. The intensity of the
dynamic traffic is usually known while the individual demands arrive and depart
randomly. Since network resources are typically not sufficient to guarantee that
every dynamic demand can be accommodated in the network, the average blocking
probability for a given utilization is one of the metrics used to measure network
performance. Some other metrics include the control overhead and the algorithm
complexity.

2.2 Network model

The optical layer model (shown in Fig. 2.1) consists of nodes interconnected by
links that accommodate one or more fibers. In a single-fiber model, each fiber
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Fig. 2.1. Optical layer model.

carries multiple wavelengths, which are expected to increase from a few tens to
a few hundred. A connection request between nodes is satisfied by establishing
a lightpath from a source node to a destination node. A lightpath is an optical
channel between two nodes that is assigned the same wavelength on all links along
the route. A lightpath provides a circuit-switched connection between two nodes.
A set of logical paths, constituting a logical topology Gv on a physical network
topology G p, is depicted in Fig. 2.1.

Each node in a physical topology consists of an optical cross-connect (OXC)
and optical terminating equipment. This may not always be the case as some nodes
may act as through nodes where optical channels are in transit. An optical channel
passing through the optical cross-connect may be routed from an input fiber to an
output fiber without undergoing optical to electrical to optical (O-E-O) conversions.
The same wavelength is assumed to be assigned on all links along the route. Thus
no wavelength conversion function is performed in the OXC, and all cross-connects
are wavelength-selective. An optical channel is terminated by optical terminating
equipment such as wavelength add/drop multiplexers (WADMs). WADMs are used
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to add or drop selected wavelengths to and from the fiber. So any node can be a
source or destination for a connection.

2.3 Routing and wavelength assignment

Routing and wavelength assignment (RWA) algorithms are responsible for selecting
a suitable route and wavelength among the many possible choices for establishing
a connection. Good routing and wavelength assignment algorithms are critically
important to improving the performance of WDM networks, in particular because
routes here are circuit switched.

2.3.1 Routing algorithm

Routing algorithms have been extensively studied in telecommunications (circuit-
switched) networks and computer (packet-switched) networks [38, 71, 75, 76, 100,
108, 127, 129, 147, 150, 170, 178, 239, 244, 263, 315]. The routing algorithms can
be broadly classified into two classes, namely, static routing and dynamic routing.
In static routing, the routes for node-pairs are fixed, i.e. the routes do not change
with the network status. The static routing typically includes fixed-path routing
(FPR) and alternate-path routing (APR). In dynamic routing, the routes for node-
pairs are dynamically selected according to the current network status. A typical
example of dynamic routing is least-congestion routing (LCR). All of these routing
algorithms have been previously proposed for circuit-switched networks and have
been applied to optical WDM networks.

Fixed-path routing is the simplest among the three algorithms. Many researchers,
who deal with wavelength assignment algorithms and develop analytical models,
assume fixed-path routing because of its simplicity. However, this simplicity also
results in performance degradation because only one path is provided for each
node-pair. A connection request is blocked if no wavelength is available on that
path. Alternate-path routing, in which more than one candidate path is provided for
a connection request, improves the network performance significantly compared to
fixed-path routing. However, the candidate paths and their orders are predetermined
without considering the current network status. Performance cannot be further
improved with these static routing algorithms. Least-congestion routing, which
takes the current network status into account, selects the least congested path to
establish a connection.

Figure 2.2 is used to demonstrate the routing algorithm. Suppose a path needs
to be established from node 1 to node 6. The shortest-path algorithm will always
choose the route 1–2–6 as it involves only two hops (assuming that the link costs
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Fig. 2.2. Different wavelength assignment schemes.

are the same on all links). An alternate-path algorithm may have a list of three
paths: path 1, 1–2–6; path 2, 1–4–3–6; and path 3, 1–4–5–6. The APR algorithm
will explore these paths in order to pick a path that is available, i.e. for which a
wavelength is free on all links. On the other hand, the LCR algorithm will evaluate
all three paths, and choose the one on which the maximum number of wavelengths
are free. Thus the shortest-path algorithm will reject the request if path 1–2–6 is
not available whereas the other two algorithms may accept the request. Out of
the APR and the LCR algorithms, the LCR algorithm is also likely to leave most
resources free on the path used.

The performance results show that the blocking probability of using least-
congestion routing is one to two orders of magnitude lower than alternate-path
routing in mesh-torus networks as shown in Fig. 2.3.

2.3.2 Wavelength assignment

The wavelength assignment problem is unique to WDM networks. Unlike in circuit-
switched networks, the same wavelength has to be free on all of the links of a path
to establish a connection in all-optical WDM networks without wavelength con-
version. If a wavelength converter is available at every node for every wavelength,
assignment is a trivial problem. However, the technology of all-optical wavelength
conversion is not mature as yet. Wavelength converters are expensive in time and
space. Therefore, good wavelength assignment algorithms along with routing al-
gorithms are critically important in improving network performance and reducing
network cost.
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Fig. 2.3. Performance of different routing algorithms.

The wavelength assignment algorithms in the literature can be broadly classified
into two categories. The following wavelength algorithms are commonly used.

(i) Random (R): the random wavelength assignment algorithm chooses one of the avail-
able wavelengths free on all links randomly with a uniform distribution to establish a
connection.

(ii) First-fit (FF): this algorithm assumes that the wavelengths are arbitrarily ordered, e.g.,
λ1, λ2, . . . , λW , where W is the maximum number of wavelengths per fiber. The first-
fit algorithm checks the status of the wavelengths sequentially and chooses the first
available wavelength to establish a connection.

(iii) Most-used (MU): the free wavelength that is used on the greatest number of links in
the network is chosen to establish a connection.

(iv) Least-used (LU): the free wavelength that is used on the least number of links in the
network is chosen to establish a connection.

Example. Figure 2.2 is used to demonstrate a wavelength assignment process.
Suppose each link can carry three wavelengths, λ1, λ2, and λ3. In this figure, three
paths have already been established. The path from node 1 to node 6 uses the route
1–2–6 and the wavelength λ2. The path from node 1 to node 3 uses the route 1–4–3
and the wavelength λ1. And finally the path from node 3 to node 6 uses the route
3–6 and the wavelength λ2. Now suppose a new path from node 4 to node 6 needs
to be established. A route 4–5–6 is the shortest hop-length path available and all
wavelengths are available on both of the links. The random algorithm can use any
of the three wavelengths. The first-fit algorithms will use wavelength λ1 as that
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is the first wavelength available. The most-used algorithm will use wavelength λ2

as that is used by most paths in the network. And finally the least-used algorithm
will use wavelength λ3 as it is not used by any connection. This example clearly
demonstrates the differences between the different approaches taken by different
wavelength assignment algorithms.

It is easier to analyze the behavior of random wavelength assignment, and there-
fore analytical models usually assume random wavelength assignment. However,
the wavelengths used are randomly distributed and mixed with free wavelengths in
the network. It may therefore be hard for a connection request to find a wavelength
that is free on consecutive links from a source to a destination node, in particular
when the connection involves multiple links in a heavily loaded network.

The least-used wavelength assignment algorithm attempts to route a connection
on the least utilized wavelength in order to achieve a nearly uniform distribution
of the load over the wavelength set. Both the random and the least-used algorithms
distribute the load evenly over the wavelengths. The first-fit and the most-used
methods attempt to pack the connections together to use fewer wavelengths, and
leave more wavelengths consecutively free. The researchers [36, 52, 235, 237]
have shown that the blocking probability of the random and least-used wavelength
assignment algorithms is higher than that of the first-fit and most-used algorithms.
The random assignment algorithm has a performance close to, but better than the
least-used algorithm.

The first-fit algorithm with a fixed-path routing approach has a considerably
lower blocking probability than an approach that uses the random wavelength
assignment algorithm. However, the most-used assignment algorithm performs
slightly better than the first-fit algorithm.

In the above discussions, the connection establishment procedure is separated
into two steps: first select a route (if not fixed-path routing) and then select a wave-
length from the available free wavelengths. The routing and wavelength assignment
algorithm can also be solved jointly as proposed in [74, 163]. The route–wavelength
pair that meets the specified criteria, i.e. maximizes the residual capacity, over all
wavelengths and considered paths is selected jointly. These joint routing and wave-
length assignment algorithms outperform the disjoint approaches.

2.3.3 Design of wavelength switching with conversion

As noted in Chapter 1, wavelength conversion is a mechanism by which an optical
signal from one wavelength is converted into another. A device that performs such
a conversion is referred to as a wavelength converter. Switch design [20, 55, 290]
becomes quite complex with the availability of wavelength conversion. There are
several options for deploying converters in optical switches.
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Fig. 2.4. Node architecture in a wavelength-routed WDM network with wave-
length conversion at input ports.

In Chapter 1 Fig. 1.5 depicted the architecture of a node used in a wavelength-
routed network without wavelength conversion. The architecture of a node employ-
ing full-wavelength conversion is shown in Fig. 2.4. The figure shows a node with
four links with each link having four wavelengths. After demultiplexing the wave-
lengths from the links, the individual wavelengths are fed into tunable wavelength
converters that convert the signals to the corresponding output wavelength. Every
wavelength on every link is provided a dedicated wavelength converter. While such
an architecture allows any wavelength to be converted to any other wavelength
at the node, most of the connections could be routed without the need for wave-
length converters. Hence, such an approach results in wastage of wavelength con-
verter resources. Note that wavelength converters are expensive components, hence
they cannot be employed at a node in large numbers unless there is a strong need
for it.
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Fig. 2.5. Node architecture in a wavelength-routed WDM network with a wave-
length conversion bank at the output ports.

Figure 2.5 shows the architecture of a node that employs a limited number of
wavelength converters that can be shared by connections on different links. The
set of wavelength converters are referred to as a wavelength converter bank. In this
case, there are four converters available in the bank. The outputs of the wavelength
converters are connected to a switch that could have more output ports than input
ports. Such an architecture allows for more than one wavelength converter to be
used to route connections on an output link. In the architecture shown in Fig. 2.5 up
to four connections can avail the facility of wavelength conversion at the node with
up to two connections on an output link employing wavelength converters. If the
wavelength converters are not needed, then the connections are switched directly
at the first switch to the respective output links.

The wavelength converter blocks that are shown in the node architectures can
be implemented in several ways. A trivial yet practical solution is to receive the
incoming signal in the electronic domain and to re-transmit in the desired output
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Fig. 2.6. Switching possibilities in a multi-fiber network employing fibers (F1 to
FF) and W wavelengths per fiber.

wavelength. However, such an approach compromises on the transparency of the
network. The intermediate nodes that employ wavelength conversion must know the
clock-rate of the incoming signal and the frame format. Such a lack of transparency
also limits the scalability of the network.

2.4 Multi-fiber networks

The expensive proposition of employing wavelength converters forced researchers
to venture into alternatives for wavelength conversion. Multi-fiber networks [26] are
an alternative to employing wavelength conversion. Multi-fiber networks employ
more than one fiber on a link between two nodes. Hence, every link in the network
has multiple fibers, each carrying multiple wavelengths. The advantage of having
such a network is that a wavelength on a link from an input fiber can be switched
to any of the fibers on the output link. Figure 2.6 shows the switching possibilities
of different wavelengths at a node that does not employ wavelength conversion.
Each link is assumed to have two fibers (F1 and F2) and two wavelengths (λ1 and
λ2) per fiber. Such a multi-fiber approach is similar to that of a limited-wavelength
conversion capability, refer to Fig. 1.8(d).

Employing multiple fibers in a network has a key advantage. Compared with a
single-fiber network with the same link capacity, the number of wavelengths in a
fiber can be reduced by a factor of f, where f is the number of fibers employed.
A smaller number of wavelengths per fiber implies that the spacing between two
wavelengths can be increased, resulting in the use of simpler and less expensive
components. Such an approach allows one to increase the signal power on a par-
ticular wavelength, thereby improving the signal-to-noise ratio, and requires lesser
amplification, resulting in an increased network span. Components requiring func-
tioning in a narrow bandwidth are more expensive compared to those that work
over a wider bandwidth. However, the down side of employing multiple fibers is
that every fiber needs its own amplifier. Improvements in transmission and fiber
technology have made it possible to transmit signals over longer distances without
the need for amplification. With such improvements in technology, a multi-fiber
approach seems to be an attractive alternative for wavelength conversion. The gain
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Fig. 2.7. Gain of multi-fiber architectures and the number of fibers needed to match
the wavelength conversion gain, c© IEEE. Source: L. Li and A. K. Somani, A new
analytical model for multi-fiber WDM networks, in Proc. Globecom’99 [156].

of a multi-fiber approach in different architectures that can match the performance
of wavelength conversion is depicted in Fig. 2.7. From the figure, it is noticed that
in most cases three to four fibers on each link with W/3 or W/4 wavelength on
each fiber so that the fiber wavelength product on each link remains the same are
sufficient to match the performance of wavelength conversion.

With the further development of networks and optical technology, more and
more researchers have realized that a single-fiber network may not have enough
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capacity to support the dramatically increasing bandwidth requirement. In fact,
most of the optical networks, if not all, consist of multiple fibers on each link.
The wavelength continuity constraint is relaxed in multi-fiber networks because a
wavelength that cannot continue on one fiber can be switched to another fiber using
optical cross-connects as long as the same wavelength is available on the other
fibers on the outgoing link. Several additional wavelength assignment algorithms
have been developed for multi-fiber WDM networks in the literature as discussed
below.

(i) Least-loaded (LL): the LL algorithm proposed in [74] selects the wavelength that has
the largest residual capacity on the most loaded link along a path.

(ii) Minimum sum (MS): the MS algorithm proposed in [74] chooses the wavelength that
has the minimum average utilization.

Both MS and LL algorithms select the most used wavelength when multiple wave-
lengths are tied, hence they reduce to the most-used rule in the single-fiber case.

(iii) M
∑

: the M
∑

algorithm in [273] chooses the wavelength that leaves the network
in a “good” state for future requests. The goodness of a state is measured by a new
concept called the value of the network. The value function V (α) of the resulting
state α after a call is established is restricted to be functions of path capacities, i.e.
V (α) = g([C(α, p) : p : P]), where P is the set of all possible paths, and C(α, p) is
the path capacity of p in an arbitrary state φ.

(iv) Relative capacity loss (RCL): the relative capacity loss algorithm in [311] chooses the
wavelength that minimizes the relative capacity loss. The relative capacity loss of path
p on wavelength λ∗, denoted by Rc(p, λ∗), is defined as

Rc(p, λ∗) = Pc(p, λ∗)− P
′
c(p, λ∗)∑

λ Pc(p, λ)
(2.1)

where Pc(p, λ) is the wavelength path capacity of path p on wavelength λ [311].

Note that the random, first-fit, most-used, and least-used assignment algorithms
proposed for a single-fiber network, can also be used in multi-fiber networks with or
without modifications. The results in [74] show that the least-loaded and minimum-
sum algorithms perform better than the random, first-fit, and most-used algorithms
in multi-fiber networks. The M

∑
algorithm in [273] performs considerably better

than other algorithms except the RCL algorithm at the cost of increased computa-
tional complexity.

2.5 Survivability

WDM networks are prone to catastrophic link failures that are caused due to a
variety of reasons including optical fiber, transmitter, receiver, amplifier, router, and
converter faults. For example, fiber-cut failures are as common as once every 4 days
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[211]. Thus detection, location, and isolation of all of these fault scenarios are both
very important and very possible. A link fault is detected easily as the receiver nodes
detect a loss of light on the link. A network management algorithm is then invoked
to first notify and then recover from the fault without causing a network failure.

A fiber-cut causes a link failure. When a link fails, all of its constituent fibers will
fail. A node failure may be caused by the failure of the associated WXC. A fiber
may also fail due to the failure of its end components. Since WDM networks carry
high volumes of traffic, failures have very severe consequences. Thus the ability to
reconfigure and re-establish communication upon failure must be provisioned at the
time of establishing a connection. The actual process is managed by a combination
of hardware and software methods.

2.6 Restoration methods

A lightpath that carries traffic during normal operation is known as the primary
lightpath. When a primary lightpath fails, the traffic is rerouted over a new lightpath
known as the backup lightpath. A multiple link failure is possible due to physical
constraints such as common routing of fibers, longer maintenance times involved,
etc. Thus both single-link as well as multi-link failure scenarios must be considered
during the design and operation phases.

The restoration methods are broadly classified into reactive and pro-active meth-
ods. The reactive method is a simple way of recovering from failures. When an
existing lightpath fails, a search is initiated to find a new lightpath that does not use
the failed components. This has a low overhead as no resources are pre-reserved
and remain unused. However, this method may not guarantee successful recovery
as resources may not be available. In the case of a distributed implementation,
contention among simultaneous recovery attempts for various failed connections
may occur. In a pro-active method, backup lightpaths are planned and resources are
reserved at the time the primary connection is established. This method obviously
guarantees 100% restoration. The restoration time of a pro-active method is much
smaller than the reactive method as the resources for restoration are already identi-
fied and reserved. In that sense, it is also a protection scheme. Thus the techniques
can be classified into the following categories.

(i) Protection: a pro-active full redundancy-based scheme where both the primary and
backup paths are established and provisioned at the time of setting up a connection.

(ii) Restoration: a partially pro-active approach wherein a backup connection is identified
at the time of honoring the request and the primary lightpath is established, but the
identified backup lightpath is only provisioned when a failure actually occurs.

(iii) Recovery: a reactive approach where the primary path is established at the time of
setting up a connection and a restoration path is found when an actual failure occurs.
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Fig. 2.8. Dedicated vs. backup path multiplexing reservation.

Two particular techniques, D-connection, in which explicit multiple paths set up
for every connection based on a request and available resources are used, and p-cycle
or protection-cycle, are employed for protection. To establish backup lightpaths,
resource (wavelength channel) consumption becomes higher. Protection is efficient
in time, but expensive in space as at least 50% or more capacity has to be reserved
for protection alone.

2.6.1 Resource saving

Several techniques are used to save resources used for restoration. In particular, use
of backup multiplexing and subgraph-based L+1 routing techniques to efficiently
utilize the wavelength channels are very effective. They are demonstrated in the
following example.

Example. Figure 2.8(a) shows two primary lightpaths p1 and p2 and their re-
spective backup lightpaths b1 and b2 on a wavelength for dedicated protection.
Figure 2.8(b) depicts the same two lightpaths, p1 and p2, that are link-disjoint.
Hence they do not fail simultaneously upon a single-link failure. Therefore, the
corresponding backup paths b1 and b2 can share the wavelength on link (6, 2) by
simply selecting different backup paths.

The idea behind backup multiplexing is to allow two backup lightpaths to share a
wavelength channel, if their primary lightpaths do not fail simultaneously. Upon a
link failure, all the failed paths find their backup lightpaths readily available. Thus,
these algorithms ensure a 100% restoration guarantee. The restoration guarantee
is defined as the guarantee with which a failed lightpath finds its backup readily
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available. An alternative to backup multiplexing with less than 100% guarantee is
to use primary-backup multiplexing [92], which allows a primary lightpath and one
or more backup lightpaths for the primary paths to share the same channel. If a
primary path corresponding to the backup path fails, either the failed primary or
the sharing primary connection will have to be dropped.

The idea behind the subgraph-based routing scheme is to plan network routing
such that for any failure, there exists an alternate path for every accepted request.
This is in some sense failure-dependent planning at the link level. For example
when a link fails, all paths that are affected by the link failure are reassigned to their
new paths as they have already been planned.

2.7 Traffic grooming in WDM networks

The minimum granularity of a connection in a wavelength-routed network is the
capacity of a wavelength. The transmission rate on a wavelength increases with
advances in the transmission technology. However, the requirement of end-users
such as internet service providers (ISPs), universities, and industries are still much
lower than that of the capacity of a wavelength. The bandwidth requirement is
projected to increase in the future; however, even doubling the current bandwidth
would be more than sufficient to handle the projected demand for the near future.
The current transmission rate on a wavelength is 10 Gbit/s (OC-192). At the time
of writing, 40 Gbit/s (OC-768) technology is commercially available, however it is
not widely deployed.

The large gap between the user requirement and the capacity of a wavelength has
forced the need for wavelength sharing mechanisms that would allow more then
one user to share the wavelength channel capacity. Wavelength sharing, similar
to sharing a fiber using multiple wavelengths, can be done in several ways. One
approach to sharing a wavelength is to divide the wavelength bandwidth into frames
containing a certain number of time slots. A time slot on successive frames would
then form a channel. Other approaches such as phase modulation and optical code
division multiple access (OCDMA) can also be employed to share the capacity on
a wavelength.

The merging of traffic from different source–destination pairs is called traffic
grooming. Nodes that can groom traffic are capable of multiplexing or demulti-
plexing lower rate traffic onto a wavelength and switching them from one lightpath
to another. The grooming of traffic can be either static or dynamic. In static traffic
grooming, the source–destination pairs for which requirements are to be combined
are predetermined. In dynamic traffic grooming, connection requests from different
source–destination pairs are combined depending on the existing lightpaths at the
time of the request.
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Recent advances in optical switching technology, as in [41, 44, 131], have shown
the possibility of realizing fast all-optical switches with switching times of less than
a nanosecond. The use of such fast switches along with fiber delay lines as time-
slot interchangers [56, 102] has opened up the possibility of realizing multi-fiber,
multi-wavelength, optical time-switched networks. These networks are referred to
as WDM-TDM switched or WDM grooming networks. WDM grooming networks
employing WDM and TDM employ multiplexing mechanisms both in space and
the time domain.

A device that translates the signal from one time slot on a wavelength to another
time slot is called a time slot interchanger (TSI). As the signals are transmitted
using photons, which do not have valency, it is not possible to store the energy.
Thus there is no equivalent of a memory in the optical domain compared to that
available in the electronic domain. The optical version of TSIs are designed us-
ing fiber delay lines that are loops of fibers through which the signal is passed
from one end and received at the other. Depending on the length of the fiber,
different delay times can be achieved. The length of a fiber needed to delay a sig-
nal by one time-slot interval is proportional to the product of the time unit and
the speed of light. Delaying by more than one time slot can be achieved by cas-
cading multiple delay units. Programmable delay lines can be implemented with
switches and fiber delay lines by selectively activating specific stages of delay
units.

We now define a WDM grooming network more formally here. A WDM groom-
ing network consists of switching nodes interconnected by links. A link � has F
fibers with each fiber carrying W wavelengths. Every wavelength is divided into
frames with T time slots per frame. A channel is defined as a specific time slot on
successive frames. The link has a total of FW T channels in it. Every channel on a
link is denoted by a four-tuple (l, f, w, t) that denotes the link, fiber, wavelength,
and time-slot identifier on the link.

Requests or calls arrive in a network that requires a certain number of channels
from a source to a destination node. The requests are accepted in the network along
a certain path by assigning the requested number of channels on each link such that
every intermediate node on the link can switch a specific input time slot to a specific
output time slot. The switching capability at a node restricts the output channels to
which an input channel can be switched. For example, if a node does not employ
wavelength conversion and time slot interchange, then an input channel (l, f, w, t)i

can be switched to (l, f, w, t)o if and only if wi = wo and ti = to. The restriction
on being the same wavelength is removed if wavelength converters are available.
Similarly, TSIs remove the constraint on the same time slot being maintained at the
input and the output.
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Different nodes in the network could implement different node architectures.
For example, one node could employ wavelength conversion, but not TSIs while
another node could implement TSIs but not wavelength converters.

WDM grooming networks can be classified into two categories [143]: dedicated-
wavelength TDM (DW-TDM) networks and shared-wavelength TDM (SW-TDM)
networks. In DW-TDM networks, each source and destination pair are connected
by a lightpath, where a lightpath is defined as an all-optical connection between two
nodes. Calls between the source and the destination are multiplexed on the lightpath.
If the bandwidth required by a new call at a node is not available on any of the existing
lightpaths to the destination, a new lightpath to the destination is established. On
the other hand, in SW-TDM networks, if a call cannot be accommodated on an
existing lightpath to the destination, it is allowed to be multiplexed onto an existing
lightpath to an intermediate node. The call is then switched from the intermediate
node to the final destination either directly or through other nodes. However, if none
of the existing lightpaths from the node can accommodate the call, a new lightpath
to the destination is established.

2.8 Optical packet switching

One alternative to circuit switching is to use optical packet switching (OPS) [25,
43, 181, 314] technology in backbone networks. The major advantage of OPS is
the flexible and efficient bandwidth usage, which enables the support of diverse
services. Pure OPS technology in which packet header recognition and control are
performed in the all-optical domain is still many years away from becoming reality.
OPS with electronic header processing and control is more realistic for medium-
term network scenarios. A practical OPS experiment has been performed under
the European ACT KEOPS (KEys to Optical Packet Switching) project [43]. In
KEOPS, the header is sent with data (payload), but at a lower bit rate, and the
header processing is still in the electrical domain. This potentially requires optical
buffering at the input port to allow the header processing circuits to finish their
job. However, there are still several critical technological challenges that need to
be overcome before a practical OPS network becomes a reality. Firstly, the lack of
an efficient way to store information in the optical domain is the major difficulty
in the implementation of OPS nodes. At present, the buffering technology is not
mature and has to overcome a number of technological constraints, such as the
large and varying size of optical buffers. Secondly, in a highly dynamic traffic
environment such as OPS, wavelength converters are required and play an important
role in contention resolution. Wavelength converters can be integrated into the
design of the optical buffer and switch architecture in OPS networks. An all-optical
wavelength converter is desirable for OPS. However, the fabrication techniques
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for such wavelength converters are still not practical. The third issue is high-speed
header processing in OPS. Currently, the processing of the header is performed in the
electrical domain. All-optical header processing has received considerable attention
[54, 98], but the technology is still in its early stages. A key enabling technology
in OPS is the optical switch fabrics. To deal with packet-by-packet requests, an
OPS node requires a switch fabric that is capable of rapid reconfiguration. When
the data rate is at 40 Gbit/s and beyond, the switching times have to be of the
order of a few nanoseconds. Finally, the other critical requirements include the
reliability and scalability of the technology to high port counts, low loss and cross-
talk, efficient energy usage, and so on. Unfortunately, none of today’s available
fabric technologies is eligible for building such reliable and cost-effective high-
performance optical packet switches.

2.9 Optical burst switching

The concept of burst switching was proposed for conventional telephone networks
in the early 1980s [250]. Fast circuit switching was originally developed to support
statistical multiplexing of voice circuits, but it was also suitable for data commu-
nication at moderate rates. Starting from the middle 1980s, fast packet and cell
switching took the place of circuit switching. At that time, fast circuit switching
was implemented using time-division multiplexing in the electrical domain to pro-
vide distinct channels (time slots). This is essentially similar to ATM technology.
The concept of burst switching has been extended for ATM networks. The Inter-
national Telecommunication Union – Telecommunication Standardization Sector
(ITU-T) standard for burst switching in ATM networks is known as ATM block
transfer (ABT) [162]. Burst switching for optical networks, namely, optical burst
switching, was proposed in the late 1990s [49, 190]. Optical burst switching (OBS)
is maybe a viable alternative switching technology to transport IP traffic directly
over WDM networks. In a wavelength-switched network, once a lightpath is es-
tablished, it remains in place for a relatively long time, perhaps months or even
years. In OBS, the goal is to set up a wavelength channel for each single burst to
be transmitted. At the ingress node of an OBS network, various types of data are
assembled as a data burst, which, for example, can carry one or more IP packets. In
OBS, a burst is dynamically assigned to a wavelength channel upon its arrival and
is later disassembled at the egress node. To establish a connection for an incoming
burst, the ingress nodes send an associated control packet (request or set-up) over
a dedicated wavelength channel or a non-optical channel before the burst is trans-
mitted. The data burst is switched all-optical using the OBS fabric. Two primary
techniques to transmit data are tell-and-wait (TAW) and tell-and-go (TAG). In the
tell-and-wait scheme [116], a burst is buffered while the control packet is being
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sent to set up switches and reserve bandwidth for establishing a connection. In the
tell-and-go scheme [78, 116] a burst is sent immediately after its control packet
without receiving a confirmation. If a switch along the path cannot carry the burst
due to congestion, the burst is dropped. In this scheme, it may still be necessary to
buffer the burst in the optical burst switch until its control packet has been processed
[162]. Other schemes, known as just-enough-time (JET) [49] and just-in-time (JIT)
[141], have also been proposed in the literature. An OBS architecture is described
in [145]. A number of research papers on OBS technology and its applications
have been published by researchers around the world [160, 161]. Among them,
the vast majority are based on JET. In the JET scheme, there is a delay between
transmission of the control packet and transmission of the optical burst. This delay
can be set to be long enough; for example, larger than the total processing time of
the control packet along the path. Therefore, when a burst arrives at an intermediate
node, the control packet has been processed and a channel on the output port has
been reserved. Thus, there is no need to buffer the burst at the intermediate nodes.
This is a very important feature of the JET scheme, since optical buffers are still
difficult to implement. Improvements and variations of JET have also been studied
extensively in the literature. Given limited success of burst switching in the 1980s,
one may question why burst switching should be a promising approach to high-
speed data communications now. As aforementioned, burst switching and ATM are
essentially the same; however, the flexibility of ATM outperformed burst switching
in the electrical domain. Some researchers believe that since optical fibers provide a
virtually unlimited bandwidth resource, it makes sense to carry control information
in a dedicated parallel channel so as to keep the data path simple. Besides, it is best
to avoid queueing as much as possible, because both electrical and optical buffers
are expensive at gigabit data rates. For this reason, many believe that OBS achieves
good statistical multiplexing performance by transmitting many independent data
channels in parallel.

2.9.1 Challenges

Just like OPS, OBS has to overcome several critical technological challenges before
it really becomes practical. Some of these challenges might not seen very obvious
at first glance. One important issue is synchronization at terminal nodes [145].
Consider an OBS network using passive optical components with no retiming of
the data. A terminal that receives this burst must synchronize the received data at
the bit level as well as the burst level. An alternate approach is to use retiming
elements throughout the OBS network. This requires transmission components at
every input to burst switches that recover timing information from the received
data stream and to use the recovered timing information to regenerate the data and
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forward it using a local timing reference. Since the local timing reference may
differ in frequency, it adds to the complexity of the transmission components at
every input. This complexity makes the implementation of OBS more difficult. It
is also worth mentioning that JET does not completely remove optical buffers from
OBS networks. Notice that optical buffers are still required at the ingress nodes
to generate the initial delay between a data burst and its control packet. The need
for high-speed optical buffers remains as a notably intractable problem for OBS.
Additionally, since the number of control channels is limited in optical networks,
the control channels can become a bottleneck for the performance of the OBS
networks. In OBS, guard bands are used in each burst to accommodate possible
timing jitters along the path from source to destination. Owing to the relatively low
speed of optical switching elements, a significant guard time has to be provided
between control and data segments, which results in another significant overhead
for OBS. Therefore, taking into account the large ratio between the switching delay
and the IP burst duration, the network might be severely underutilized. Currently,
commercial OBS networks do not exist. As yet it is not clear whether OBS will
become an alternative technique for the core optical network or just an intermediate
step towards all-optical packet switching.
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Restoration approaches

The restoration schemes differ in their assumptions concerning the functionality
of cross-connects, the traffic demand, the performance metric, and the network
control. Survivability paradigms are classified based on their rerouting method-
ology as being path-/link-based, execution mechanisms as centralized/distributed,
by their computation timing as precomputed/real time, and their capacity sharing
as dedicated/shared [35, 72, 79, 82, 83, 101, 106, 107, 132, 135, 183, 184, 198,
199, 205, 210, 214, 251, 285, 288, 289, 291, 309]. This classification is shown in
Fig. 3.1.

Pro-active vs. reactive restoration. A pro-active or reactive restoration method
is either link-based or path-based [36, 208]. In a special case, a segment-based
approach can also be used. In a segment-based detouring, a backup segment is
assigned for more than one link. A link may be covered by more than one segment.
The restoration path, as shown in Fig. 3.2, is computed for each path. In the case
of a link failure, the backup segment is used.

Link-based restoration methods reroute disrupted traffic around the failed link,
while path-based rerouting replaces the whole path between the source and the des-
tination of a demand. Thus, a link-based method employs local detouring while the
path-based method employs end-to-end detouring. The two detouring mechanisms
are shown in Fig. 3.3. For a link-based method, all routes passing through a link
are transferred to a local rerouting path that replaces that link. While this method
is attractive for its local nature, it limits the choice of alternatives [36]. In the case
of wavelength-selective networks, the backup path must use the same wavelengths
for existing requests as that of their corresponding primary paths since the working
segments are retained.

Computing disjoint paths. One mechanism for using the two link-disjoint paths
is to first compute the shortest path between a given source–destination pair in a
given network. Then, remove those links from the graph and recompute the shortest

34
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Fig. 3.1. Classification of restoration architectures for survivable networks.

Fig. 3.2. Segmented path protection.

Fig. 3.3. Path- and link-based restoration.

path on the reduced graph. The problem with this approach is that the second path
may be much larger, thus leading to a very high average path length. An alternate
technique is to use the shortest-cycle approach, which will find a combination of
two paths. Figure 3.4 demonstrates a network example with primary and backup
path combinations when computed separately and also when computed using the
shortest-cycle algorithm.
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Fig. 3.4. The difference between the primary-backup path and shortest-cycle
computation.

Centralized vs. distributed control. A restoration scheme may assume either
centralized or distributed control. In large networks, distributed control is preferred
over centralized control. A distributed control protocol requires several control
messages to be exchanged between nodes.

The precomputed approach calculates restoration paths before a failure happens
and the real-time approach does so after the failure occurs. The former approach
allows fast restoration as the routes are precomputed while the latter approach is
slow as the alternate route is computed after the failure has been detected. Central-
ized restoration methods compute primary and restoration paths for all demands
at a central controller where current information is assumed to be available. The
routes are then downloaded into the route tables for each node. These algorithms
are usually path-based. The real-time computation method may also use a set of
possible precomputed routes or identify routes in real time. The real-time approach
needs to identify failure, ascertain the remaining topology and capacity, and then
find the best alternate route for the affected demands. Therefore, this procedure can
be very slow. Since restoration speed and fast failure isolation in optical networks
is of utmost importance, this approach is not very attractive.

Centralized schemes that involve precomputed routes are more conducive for
practical implementations. Maintaining up-to-date information, however, requires
frequent communication between the nodes and the central controller. This overhead
becomes a potential problem as the network size grows. Distributed methods may
involve precomputed tables of discovered capacity and routes in real time. Real-
time capacity discovery is slow and the capacity utilization may be inefficient.
Distributed precomputation of the restoration route is an attractive approach.

Capacity sharing among the primary and restoration paths is dedicated or shared.
The dedicated technique uses one-to-one protection where each primary path has a
corresponding restoration path. In the shared case, several primaries can share the
same backup path as long as the primaries are node- and link-disjoint. This scheme
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is called the backup multiplexing technique [91]. These paradigms serve as a good
framework for analyzing the different design methodologies, as each methodology
uses a restoration model that is a combination of the above paradigms.

P-cycle. Recently, a new link-based approach, called p-cycle (preconfigured pro-
tection cycles), has been introduced [301, 302]. In this approach, preconfigured
protection cycles are embedded in a mesh network. Capacity is reserved on links
belonging to p-cycles only to provide an alternate path for a failing link. This is
equivalent to backup multiplexing. It achieves higher efficiency in densely con-
nected networks and approaches the speed of a line-switched self-healing ring
[302]. With p-cycle protection, when a link fails, only the nodes neighboring the
failure need to perform real-time switching. This makes p-cycle comparable to
SONET/SDH line-switched rings in terms of the speed of recovery from link fail-
ures. The approach is discussed in more detail in the next chapter.

Restoration in IP over WDM. The study in [158] considers an IP-over-WDM
network in which each node employs optical cross-connects and IP routers and any
two IP routers can be connected by a lightpath. The authors proposed two types of
fault-management technique, under a single-link failure scenario for IP-over-WDM
networks, namely WDM protection and IP restoration. In WDM protection, there
is a link-disjoint backup path reserved for each lightpath at call setup time. The
backup path is activated only when failure occurs and its corresponding primary
path is disabled. The wavelength reservation for backup paths can be dedicated to
a request or shared among different requests provided that their primary paths are
not expected to fail simultaneously. The latter technique is also termed primary-
backup multiplexing. In the IP restoration described in [158], the load from a
source to a destination is distributed over multiple routes, and this load sharing
is assumed to be performed by IP. That is, there is no backup reservation for the
working paths at the IP layer. When failure occurs, the affected connection is
rerouted through the rest of the routes. The stimulation and numerical results in
[158] show that WDM protection outperforms IP restoration and the recovery times
for WDM shared-path protection are much faster than the recovery times for IP
restoration.

Shared mesh restoration. Shared mesh restoration is studied in [90] within the
framework of the MPLS/GMPLS architecture. This work also focuses on single-
link failure, although the proposed algorithm is extended to node and span failure
protections, as special cases of multiple failures. To minimize the restoration de-
lay after a failure, the restoration (backup) paths are preselected and are physi-
cally diverse from their service (primary) paths. The bandwidth resource is shared
by multiple restoration paths, for which the service paths are not subject to
simultaneous failures. In the GMPLS network, both OSPF (open shortest path first)
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and IS-IS (intermediate system–intermediate system) protocols have been extended
to propagate additional link information, such as the available bandwidth, the band-
width in service, etc. Since the proposed algorithm is based on full knowledge
of bandwidth that is shared among restoration paths, it is called full information
restoration (FIR). FIR is evaluated in comparison to two other well-known dis-
tributed restoration algorithms, namely, shortest-path restoration (SPR) [223] and
partial information restoration (PIR) [177, 260]. The simulation results show that
there is only a marginal difference between SPR and PIR in terms of their band-
width utilization, while FIR reduces the amount of reserved restoration bandwidth
dramatically. In terms of restoration overbuild, which is defined as the extra band-
width required to meet the network restoration objective as a percentage of the
bandwidth of the network with no restoration, FIR requires much less bandwidth
overbuild (63–68%) compared with SPR and PIR (83–90%).

3.1 Restoration model

A dependable or protected connection request between a source–destination pair
requires a primary route and a backup route. A non-dependable or unprotected con-
nection is provided with a primary route only. Each path, primary or backup, always
accommodates an operation, administration, and maintenance (OAM) channel ter-
minated by the same source–destination pair as the path. The restoration model is
shown in Fig. 3.1.

When a primary path fails, an alarm indication signal is generated by the node
which detects the link failure and is transferred over this OAM channel by the
end nodes. When the source receives the alarm signal on its OAM channel, it pre-
pares to set up the precomputed backup path and sends messages to the controllers
along the backup path to configure the ports accordingly. Since the backup is ded-
icated, the capacity is assumed to be reserved, so no run-time link capacity search
needs to be performed. Once the backup path has been set up, the destination
prepares itself to receive on that path. There is no restriction for the choice of wave-
length on the backup path. It may or may not be the same as the primary path. The
tuning time and the associated cost is assumed to be negligible.

3.2 Upgradeable network design

In mesh-restorable networks, fast restoration is provided using predetermined paths
that are independent of the failure location and can use backup multiplexing tech-
niques to improve wavelength utilization. Mesh networks provide better capacity
efficiency than ring networks. In long-haul networks the greater distance-related
cost makes capacity efficiency much more important.
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The goal of the upgradeable network design problem is to select a topology to
route the current set of connections given a network topology for a future traffic
demand. For the current traffic demand, the problem is formulated using an integer
programming approach to minimize the total facility cost. The output of the design
problem is the number of fibers and wavelengths on each active link, the number of
OXCs required for each node, and more interestingly, a subset of links in the final
topology that need to be activated for the current traffic demand. Since the cost of
provisioning and operating a link is significantly high, the current traffic demand,
which is a subset of the future traffic demand, may avoid using some links in the
final topology. The meaning in this case is that the cost-optimal routing and capacity
planning for the current traffic demand may be fully realizable on a subgraph of
the final topology.

An upgradeable network design approach may result in a significant cost reduc-
tion for the network service provider. As the traffic increases during the lifetime of
the network, more spans are cost-effectively added to accommodate the increased
traffic, thereby incrementally realizing the future topology for which the network
was designed. The upgrade takes into account the technological advances that are
input as design parameters into the problem formulation.

In the restoration design formulations, a 100% restoration guarantee is assumed
for any single node or link failure for all protected connections. This guarantee
means that primary and restoration paths of protected connections are allocated the
same capacity, and are link-disjoint. The backup multiplexing technique is used to
improve the wavelength utilization. This technique allows many restoration paths,
belonging to demands of different node-pairs, to share a wavelength λ on link
l if and only if their corresponding primary paths are link-disjoint. It should be
noted that although every primary lightpath has a corresponding backup lightpath
dedicated to it, wavelengths on a link are shared by restoration paths belonging to
the demands of different node-pairs.

The following constraints govern the restoration model.

� The number of connections (lightpath) on each link is bounded.
� The levels of protection.

– Full protection: every demand is assigned a primary and a backup path.
– No protection: every demand is assigned only a primary path.
– Best-effort protection: (i) every demand is assigned a primary path. A backup path is

assigned if resources are available. (ii) Accept as many demands as possible with or
without backup.

� No backups are admitted without a primary.
� Primary and backup paths for a given demand should be link-disjoint.
� Primary path wavelength restrictions: only one primary path can use a wavelength λ on

link l; no restoration path can use the same wavelength λ on link l.
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� Restoration path wavelength restrictions: many restoration paths can share a wavelength
λ on link l if and only if their corresponding primary paths are link-disjoint.

3.3 Notation

The network design and static connection routing problem in a given topology are
modeled using an integer linear programming approach. The topology is repre-
sented as a directed graph G(N , L) with N nodes and L links with W wavelengths
on each link. Two alternate paths, which are link-disjoint, are assumed to be given
for each source–destination (s-d) pair, and are used to provide survivability. The
following notation is used to develop the optimization formulations.

� n = 1, 2 . . . , N : number assigned to each node in the network.
� l = 1, 2 . . . , L: number assigned to each link in the network.
� λ = 1, 2 . . . , W : number assigned to each wavelength.
� i, j = 1, 2 . . . , N (N − 1): number assigned to each s-d pair. For an N node system, there

are N (N − 1) s-d pairs.
� K = 2 alternate routes between every s-d pair.
� p, r = 1, 2, . . . , K W : number assigned to a path for each s-d pair. A path has an associated

wavelength (lightpath). Each route between every s-d pair has W wavelength continuous
paths. The first 1 ≤ p, r ≤ W paths belong to route 1 and W + 1 ≤ p, r ≤ 2W paths
belong to route 2.

� p̄, r̄ = 1, 2, . . . , K W : if 1 ≤ p, r ≤ W (route 1), then W + 1 ≤ p̄, r̄ ≤ 2W (route 2) and
vice versa.

� (i, p) : refers to the pth path for s-d pair i .
� di : demand for node-pair i , in terms of the number of lightpath requests. Each request is

assigned a primary and a restoration route. There can be more than one request for each
s-d pair.

� π l
n: link termination indicator which takes a value one if one of the termination ends of

link l is node n and is zero otherwise.

The following cost parameters are used as input to the problem formulation.

� Cl : cost of using a link l (data).
� Cw: cost of disrupting a currently working path (data). The restoration model assumes that

if an existing connection is disturbed during rearranging of the connection to accommodate
a new connection, there is a cost involved with this.

� CND: cost of a primary path (data).
� CD: cost of a backup path (data).
� Clp: cost of provisioning a link (data).
� Cf: fiber costs (data).
� Cλ: cost per wavelength channel (data).
� Coxc: cost of a �×� cross-connect switch (data).
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Information regarding whether two given paths are link and node-disjoint.

� I(i,p),( j,r ) takes a value one if paths (i, p) and ( j, r ) have at least one link in common and
zero otherwise. If two routes share a link, then all lightpaths using those routes have the
corresponding I value set to 1, otherwise it is set to 0 (data).

The following design parameters and corresponding variables are used.

� �: maximum number of wavelengths in each direction in a bidirectional fiber (technology-
dependent data).

� wl : number of wavelengths required on link l (integer variable).
� �: size of the minimum cross-point switching element (technology-dependent data).
� �n: maximum allowable number of OXCs at node N (data).
� on: number of OXCs required at node N (variable).
� Fl : maximum number of fibers per link l (data).
� fl : number of fibers required per link l (integer variable).
� ml : it takes a one if the link l is being used, i.e. at least one fiber is being used ( fl ≥ 1) in

link l (binary variable).

The following notation is used for path-related information:

� δi,p: a path indicator which takes a value one if (i, p) is chosen as a primary path and zero
otherwise (binary variable).

� νi,r : a path indicator which takes a value one if (i, r ) is chosen as a restoration path and
zero otherwise (binary variable).

� ε
i,p
l : a link indicator, which takes a value one if link l is used in path (i, p) and zero

otherwise (data).
� ψ

i,p
λ : a wavelength indicator, which takes a value of unity if wavelength λ is used by the

path (i, p) and zero otherwise (data).
� gl,λ: it takes a value of unity if wavelength λ is used by some restoration route that traverses

link l and zero otherwise (binary variable).
� χ i,p: a path indicator which takes a value one if (i, p) is a currently working primary path

and zero otherwise (data). However, the main interest would be in the primary paths of
the current working connection as the restoration path is reassigned.

3.4 Cost model

The cost sources in a WDM network are mapped into the following four parameters:
the link provisioning cost (Clp), the fiber cost (Cf), the per channel cost (Cλ), and
the cross-connect cost (Coxc).

The link provisioning cost captures the investment required before any capacity
on the link is used. This may include the digging cost, the cable cost, the leasing
cost, the right-of-way cost, the maintenance cost, etc. Multiple fibers may be laid
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out as part of the initial investment, some of which may be lit and the dark fibers
being used for future upgrades.

The fiber cost, Cf, is a combination of optical amplifier costs, the multiplexer
and demultiplexer costs for fiber terminations, and the dispersion compensation
components costs. The maximum number of wavelengths per fiber is a significant
design parameter. Since the number of wavelengths per fiber decides the number
of dispersion components and regenerators required, and the necessary laser power
(hence the spacing between optical amplifiers), and the number of regenerators
needed, the network provider needs to set this design parameter appropriately. In
ultra-long-haul dense WDM (DWDM) backbone network design, the goal is to
let the signal travel longer (thousands of kilometers) without regeneration. Since
regenerators make up a significant part of the facility cost, reducing the number of
regenerators results in a direct reduction in the total facility cost. Longer distances
without regeneration typically mean that the signal-to-noise ratio is low, as each
amplifier adds noise to the signal. The noise is alleviated by using forward error
correction (FEC) and dispersion compensation. The total fiber cost is subdivided as
follows: Cf = Af × Ca + Cmux + Cdemux + Cdc, where Ca, Cmux, Cdemux, and Cdc

are the costs of optical amplifiers, multiplexers, demultiplexers, and dispersion
compensation components, respectively, and Af is the number of amplifiers along
the fiber.

The per channel cost, Cλ, includes the receiver and transmitter card costs per
wavelength and the power equalization required per channel. The power equal-
ization is included as part of the transmitter cost. Since, depending on the current
demand, the network provider may sub-equip fibers, this cost depends on the num-
ber of wavelengths currently used. Cλ = Cr × wf + Ct × wf, where Ct and Cr are
transmitter and receiver card costs, respectively, and wf is the number of wave-
lengths currently used in the fiber.

The number of cross-connects per node determines the switch size, and hence,
the total facility cost. A typical wavelength routing switch architecture is shown in
Fig. 3.5. The size of the switch includes both origin/destination traffic for the node,
and the transit traffic. At each fiber port, the incoming wavelengths are demulti-
plexed and sent to a space switch where they are switched and sent to any output
fiber port. The only constraint is that no two connections going to the same out-
put fiber port can use the same wavelength. Connections on different wavelengths
that are destined for the same output fiber port are multiplexed and sent out. The
cost of the space switch for each wavelength depends on the size of the minimum
cross-point switching element (�×�) available in the market. Let the cost of a
2× 2 (� = 2) cross-point switching element be Coxc. The number of such switch-
ing elements required for a υ × υ switch is υ

2 log2 υ (assuming the switches are
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Fig. 3.5. Wavelength routing switch architecture.

implemented as a multi-stage interconnection network (MIN)). Hence, the cost of
each MIN is Coxc × υ

2 log2 υ.
The total facility cost (TFC) is given by the sum of all the link and node costs:

TFC =
L∑
l

(mlClp + flCf + wlCλ)+
N∑
n

[
� × Coxc × (on)

�
log� (on)

]
(3.1)

where ml = 1, 0 denotes whether a link l is used or not and fl and wl denote
the number of fibers and wavelengths on a link l, respectively. on denotes the
number of cross-connects needed in a node, and � denotes the maximum number
of wavelengths per fiber. The value of on is rounded off (ceil) to the nearest integral
power of �. For the 2× 2 case, the cost of a 6× 6 switch (2× (On = 3)) is the
same as that of an 8× 8 switch (2× (On = 4)). In the second term in Eq. (3.1),
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the cost of a MIN in each node is multiplied by �, since there is a MIN switch for
each wavelength.

3.5 Design problem

The goal of the design formulation is to optimize the total facility cost. The output
of the design problem is the links which need to be active to support the current
traffic demand, the number of fibers and wavelengths on each active link, and the
number of OXCs required for each node.

For the ILP formulation, the following information is assumed to be given: the
network topology and a traffic matrix. K alternate precomputed routes between
each node-pair are also assumed to be given. Information regarding whether any
two given routes are link and node-disjoint is also assumed to be available. Each
route between every s-d pair is viewed as F ×W wavelength continuous paths
(where F corresponds to the maximum number of dark fibers that are already
laid, or expected to be available on a link, and W is the maximum number of
wavelengths that are supported on a fiber), with one path corresponding to every
wavelength and therefore, an explicit constraint for wavelength continuity is not
needed.

As an initial solution, the primary paths may be assigned capacity on the short-
est path between the node-pair. This is under the assumption that the shortest route
(in this case in terms of link miles) between a node is the most cost effective in
terms of route demands, and is definitely likely to be used. Thus, these links are
automatically active in the topology. Since the primary paths cannot be shared and
the working capacity has to be assigned if demands exist, the key is to optimize
spare capacity allocation using techniques such as backup multiplexing to improve
the wavelength utilization, thus optimizing the total network cost. This effective as-
sumption greatly simplifies the problem formulation as explained here. Validating
if backup multiplexing is performed for two given connections requires identifying
where the primary paths for the connections are routed. For the case when there
are exactly two disjoint alternate routes between any given node-pair, formulating
the backup multiplexing constraint is simplified as shown in [186, 189]. If taken
dynamically this decision makes the problem formulation very complex and it be-
comes computationally intractable. In this case, since there are K possible alternate
routes, validation requires identifying the primary paths dynamically in the formu-
lation. In order to make the problem more tractable, the formulation assumes that
the shortest route between a node-pair is the most cost effective one in terms of
route demands, and hence, the working capacity is pre-assigned.

The ILP solution determines the links that need to be active, the number of fibers
and wavelengths required for each active link, and the number of OXCs required
for each node.
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3.5.1 Problem formulation

Objective: the objective is to minimize the total facility cost. This is the sum of all
the link costs and the node costs as discussed in Section 3.4. Note that the actual
cost of each node is computed using Eq. (3.1). The objective here is to minimize the
number of cross-connects (on) required per node, thereby reducing the switching
cost.

Minimize

L∑
l=1

mlClp +
L∑

l=1

flCf +
L∑

l=1

wlCλ +
N∑

n=1

on (3.2)

Link provisioning constraint: Eqs. (3.3) and (3.4) set ml = 1 if fl ≥ 1

ml ≤ fl (3.3)

N (N − 1)K FW ml ≥ fl (3.4)

1 ≤ l ≤ L , 1 ≤ fl ≤ Fl

Notice that the second equation will require ml to be at least 1, if fl = 0, and
practical values of fl will never require ml to be greater than 1.

Link capacity constraint: the total capacity required on a link depends on the
total working and spare capacity assigned to the link. The following equations
determine the number of wavelengths and fibers required on each link, given that
the maximum number of wavelengths per link is �,

N (N−1)∑
i=1

FW∑
p=1

δi,pε
i,p
l +

FW∑
λ=1

gl,λ ≤ wl (3.5)

wl ≤ � fl (3.6)

1 ≤ l ≤ L , 1 ≤ fl ≤ Fl

Cross-connect constraint: the total number of OXCs required at node n to carry
traffic, which includes both connections originated/terminated at node n and those
that are in transit, is governed by

L∑
l=1

wlπ
l
n ≤ �on (3.7)

1 ≤ n ≤ N (N − 1), 1 ≤ on ≤ �n

Restoration path wavelength usage indicator constraint: gl,λ takes a value of
unity if wavelength λ is used by some restoration route (i, r ) that traverses link l.
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Equations (3.9) and (3.10) set gl,λ = 1, if Xl,λ ≥ 1. Xl,λ counts the number of paths
using link l and wavelength λ for backup as shown in Eq. (3.8):

Xl,λ =
∑N (N−1)

i=1

∑K FW
r=FW+1 νi,rε

i,r
l ψ

i,r
λ (3.8)

gl,λ ≤ Xl,λ (3.9)

N (N − 1)K FWgl,λ ≥ Xl,λ (3.10)

1 ≤ l ≤ L , 1 ≤ λ ≤ FW, Xl,λ ≥ 0

Demand constraints for each node-pair: the primaries are mapped on the shortest
route (route 1) between the given node-pair. These constraints also implicitly satisfy
topological diversity (i.e. the primary and the restoration path of a given demand
should be node and link-disjoint):

FW∑
p=1

δi,p = di (3.11)

1 ≤ i ≤ N (N − 1) (3.12)

K FW∑
r=FW+1

νi,r = di (3.13)

1 ≤ i ≤ N (N − 1) (3.14)

Primary path wavelength usage constraint: only one primary path can use a
wavelength λ on link l. No restoration path can use the same λ on link l:

N (N−1)∑
i=1

FW∑
p=1

δi,pε
i,p
l ψ

i,p
λ + gl,λ ≤ 1 (3.15)

1 ≤ l ≤ L , 1 ≤ λ ≤ FW

Backup multiplexing constraint: if I(i,1),( j,1) = 1, then the primary paths for node-
pairs i and j share links on its backup routes. Note primary paths are already mapped
on the shortest route. Thus, if I(i,1),( j,1) = 1, only one of the restoration paths can
use a wavelength λ on a link l as a backup, since their primary paths share link(s)
on their route:

(
νi,pε

i,p
l ψ

i,p
λ + ν j,rε

j,r
l ψ

j,r
λ

)
I(i,1),( j,1) ≤ 1 (3.16)

1 ≤ i, j ≤ N (N − 1), FW + 1 ≤ p, r ≤ K FW
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Fig. 3.6. A 14-node 24-link network topology (span distance in hundreds of
miles).

3.5.2 Summary and example

The following example illustrates the topology sparsening effect and the applica-
bility of the design formulations to study the effect of various costs and technology
trends on network design and upgrades as the network evolves. The objective of
the optimization problem is to minimize the total facility cost. Since the cost of
provisioning and operating a link is significantly high, the current traffic demand,
which is a subset of the future traffic demand, may avoid using some links in the
final topology. The meaning in this case is that the cost-optimal routing and capacity
planning for the current traffic demand may be fully realized on a subgraph of the
final topology.

The eligible routes, between any given node-pair, for primary and backup routing
are generated using the shortest-path routing algorithms. The primary paths for a
given node-pair are assigned using the shortest-route mapping. Eligible restoration
routes for a node-pair are generated to be link-disjoint from the shortest route where
the primaries are mapped. To keep the problem sizes computationally manageable
the number of eligible restoration routes is typically restricted to three or four per
node-pair. The design formulation has a choice of restoration routes for each node-
pair to better optimize the spare capacity using backup multiplexing techniques.

Topology sparsening. The 14-node, 24-link NSFnet network is used for experi-
mental studies as shown in Fig. 3.6. This network is derived by adding links to the
NSFnet T1 backbone shown in [313]. Given that this network topology is designed
for some future traffic demand, the network is designed for the current traffic.
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Fig. 3.7. Active links for current traffic demand (span distance in hundreds of
miles).

The topology sparsening effect is demonstrated for a traffic demand matrix con-
sisting of 44 requests distributed over 16 node-pairs. The cost values assumed for the
design are Clp = 100, Cf = 10, Cλ = 1. The resultant “sparse” topology is shown
in Fig. 3.7. This sparsening effect is due to the high cost for provisioning and operat-
ing a new link. The links used by the primary paths of a node-pair are automatically
active in the solution. The key then is to optimize spare capacity allocation among
eligible restoration routes. The design formulation tries to maximize the use of a
link which is provisioned by routing more demands through it. Identifying these
links and backup multiplexing spare capacity to obtain a cost-optimal result is the
goal of the design problem. It should be noted that resources such as fibers and
wavelengths cannot be increased infinitely on a link. The increase is limited by
restrictions such as the maximum number of fibers per link l (Fl), and the max-
imum number of cross-connects (�n); hence the maximum size of the switching
fabric in node n. These restrictions are captured in this formulation.

As evident in Fig. 3.7, some of the active links are unidirectional because the
traffic matrix is a unidirectional matrix. This means that resources such as amplifiers
are active only in one direction. For some designs, depending on the traffic, it may
be cost effective to provision only one direction and when it is upgraded, the other
direction may be activated. The installation costs can be avoided when considering
the link for upgrade since only a fiber-related investment such as amplifiers, may
be required.

The upgraded network for an increased traffic demand is shown in Fig. 3.8.
Additional new traffic is introduced between two node-pairs which did not have
any direct traffic between them. This may provision some new links as shown in
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Fig. 3.8. Upgraded network for increased traffic demand (span distance in
hundreds of miles).

the figure. When the design problem is solved for an increased traffic demand, the
current topology and the resources already committed are input to the formulation.
For example, resources such as active links, the number of fibers, and the wave-
lengths that are already committed, are input as lower bound values to the design
problem when the network is considered for upgrade. These resources have already
been budgeted and invested in the network.

3.5.3 Evolution with cost and technology trends

To study the effects of cost and technology trends in another experiment the fol-
lowing cost values are used: Clp = $16 000 per mile, Cf = $10 per meter, and
Cλ = $5000. The fiber laying costs or the leasing costs (in the case where dark
fiber is available) can vary a lot depending on the location. It may be cheaper to lay
fibers in rural areas compared to a business district in a metropolitan city. The cost
values are conservative estimates and may vary. The number of wavelengths per
fiber, which is a technological constraint, may range anywhere from four to more
than a 1000 [258]. For the example, a set of � = {4,8,12} wavelengths are assumed
per fiber.

A key factor is the economy of scale (i.e. how the cost scales with increases
in capacity). The cost of fiber (Cf) may scale as C × kx (increasing the capacity
C times results in k times the cost). A 3× 2x scaling is assumed in the above
formulations. This means that tripling the capacity comes at twice the cost. The
cost of a 2× 2 (� = 2) cross-point switching element is Coxc = $1000. The total
facility cost is computed using the formula given in Eq. (3.1).
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Fig. 3.9. Technology and cost effects on network evolution. (Note: the conclusions
drawn here are not to be generalized, as the trends are highly dependent on the
network traffic and the underlying topology assumed.)

The effects of cost and technology trends are studied on a nine-node 17-link
network for a period of 6 years. In the first year the traffic demand consists of
70 demands distributed uniformly over 20 node-pairs. Every year the traffic is
increased by a conservative growth estimate of 20–30%. Every 2 years, additional
new traffic is introduced between four new node-pairs. As shown in Fig. 3.9, the
total facility cost is plotted for different values of � as the network evolves.

A network designer has to decide what technology to use for implementation,
which links to provision and how many fibers and wavelength cards need to be
put so that the network is cost effective. Overprovisioning and wrong technology
choices can have an adverse effect on revenues. Looking at Fig. 3.9, the following
information is obtained. It is evident that � = 8 wavelengths per fiber is the most
cost effective. The choice of technology (�) is not obvious. It depends on the traffic
patterns and the underlying topology. The network design also affects the overall
budget in terms of how much to provision.

For the case of � = 8, which is cost optimal for the given traffic and topol-
ogy, the difference between the network cost in year 1 and year 4 is roughly
$25 million. Depending on the budgeting constraint the designer may choose
to provision the resources required to support year 1 and year 2 traffic and up-
grade at the end of 4 years, or if the difference in cost is not significant, the de-
signer may choose to deploy the resources required to support year 4 traffic in the
beginning.
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Fig. 3.10. Effect of � on the total facility cost for � = 8.

On the other hand, as in the � = 4 case, the cost differences between the years
are significantly high. The difference in cost between year 3 and year 1 is about
$32 million and that between year 5 and year 3 is $250 million. It may not be
feasible to provision the full topology with all the required capacity at once, hence
the network is upgraded as it evolves.

The designer can also study the effect of different switch sizes on the cost. The
total facility cost for two different cross-point switching element sizes (� = 2, 3)
for the � = 8 case is shown in Fig. 3.10. The cost of � = {2, 3} is assumed to
be Coxc = {$1000, $3000} respectively. The cost difference in this case is fairly
low. So the designer may use 3× 3 cross-point switching elements to build the
switching fabric.

Figure 3.11 shows the total fiber length in the network versus the number of
wavelengths used per fiber � for traffic in year 6. The fiber miles decreases as �

increases. This does not necessarily mean a reduction in network cost as the total
cost depends on various other parameters as seen earlier.

3.6 Heuristic approach for network design

The ILP formulations of the last section for the design and upgrade problem of mesh-
restorable optical networks is effective only for small networks with a moderate
number of services or demand sets [188]. The complexity of the optimization
problem grows exponentially as the size of the network grows or the demand sets
increases. Under such scenarios some heuristic approach is needed. Simulated
annealing (SA) is an elegant technique to solve the same problem in a reasonable
amount of time.

Simulated annealing is a Monte Carlo approach for minimizing multivariate
functions. The simulated annealing progresses by lowering the temperature slowly
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Fig. 3.11. Total fiber length vs. wavelength per fiber � (based on year 6 traffic).

until the system “freezes” and no further changes occur. At each temperature the
simulation should run long enough for the system to reach a steady state or equi-
librium. This process is known as thermalization. The sequence of temperatures
and the number of iterations applied to thermalize the system at each temperature
comprise an annealing schedule.

Simulated annealing is used as a network design tool to optimize the total network
facility cost used to route static connections. To achieve 100% survivability each
request is assigned a primary path and a backup path computed using the shortest-
cycle (SC) algorithm. The primary and backup paths for each arriving request are
calculated dynamically based on the current link weights of the network.

After all the requests of the demand matrix are routed, the total network facility
cost is computed. This total cost becomes the initial solution for the annealing
process. In the thermalization stage (which comprises multiple subtransitions at
the same temperature), the request set is shuffled based on different parameters.
These steps are repeated until the system reaches a stable state.

To apply simulated annealing to the problem at hand, the following steps are
used.

(i) First the system is initialized with a particular initial solution configuration.
(ii) A new configuration is constructed by imposing a displacement by shuffling.

3.6.1 Simulated annealing steps

Three different shuffling metrics were considered: random shuffling, one based on
the descending hop length of connections, and another on the ascending hop length
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required to route the connection. The request set considered for shuffling could be
the complete initial request set or a subset of the initial demand matrix.

If the energy of this new state is lower than that of the previous one, the change
is accepted unconditionally and the system is updated. If the energy is greater, then
the new configuration is accepted probabilistically. This ensures the system moves
consistently towards lower energy states, yet may still jump out of local minima
due to the probabilistic acceptance of some upward moves. It also allows the search
to explore a larger search space without being trapped in local optima prematurely.

(iii) The shuffling of request demands is repeated for a fixed number (say X) of times at a
particular temperature. At the end of each such subtransition, the objective function
is recomputed. If the total network facility cost used to route the shuffled set of
connections is less than the initial cost, the latest solution is used as the best objective
function, otherwise no update is made.

(iv) After S subtransitions at a particular temperature, an equilibrium state is obtained
wherein all the requests of the demand matrix are routed obeying a particular metric
such that the overall network cost is minimized. At the end of each such S subtransitions
the link utilization on all links are computed. The link utilization of the i th link, given
by Li is the total primary capacity used on the link divided by the total capacity
available on a link.

(v) At the end of X subtransitions, the link weights used for the computation of the SC
are mutated by a factor of γ (1− Li ) during the first transition boundary. This is
done such that the shortest cycle explores different possible primary and backup path
combinations for each request during each transition boundary at a fixed temperature.
This process is repeated a fixed number of (say Y) times.

(vi) The temperature is scaled down linearly and the thermalization process restarts again.
The objective function is recomputed after the routing of the predetermined set of static
requests. If the objective function is reduced from the optimum value the new solution
is used to update the objective function value. If the objective function value is greater
than the optimal value it is accepted with a certain probability which depends on two
parameters, the difference between the objective values δ and the control temperature
T at that point of time.

(vii) The probability of acceptance is generally given by pa = exp(−δ/K T ), where K is
Boltzmann’s constant and T is determined by the so-called annealing or cooling scheme
described in the next section. If this calculated probability at any point given by say
(Xi , Y j ) is greater than a particular random number Rk (varying between 0 and 1),
then the inferior solution is accepted and is used to update the current solution, oth-
erwise it is rejected. Initially pa is very high, (i.e. close to 1 and hence greater than
Rk), so all bad solutions are accepted. This allows SA to explore bad solution states in
the beginning. T decreases as the search proceeds, thus gradually decreasing pa, the
probability of acceptance of a bad solution. As T approaches zero, the search reduces
to a greedy search and is trapped in the nearest local optimum.
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Fig. 3.12. Path mutation in simulated annealing.

Figure 3.12 depicts an example network. The initial primary and backup routes
selected by the SC algorithm for requests 1 → 4 and 7 → 4 for uniform link
weights are the shortest paths between the corresponding sources and destina-
tions. But as the edge weights are mutated between two transitions based on the
link utilization, the shortest cycle yields two new primary and backup paths for the
same connection demands. Hence, the routing through successive edge mutations
is equivalent to exploring a larger number of route sets as part of the shortest-cycle
algorithm.

The fact that the simulated annealing technique tries different arrangements helps
to obtain the best possible backup multiplexing and in turn improves the capacity
efficiency, and also for a given node-pair, this in effect emulates the K generalized
shortest cycles because of edge weight mutations. The above search is terminated by
either repeating the annealing process for some predetermined number of iterations
or when the search experiences no improvement in the best objective value for a
fixed predefined ψ number of annealing steps.

There are different possible annealing schemes to update the temperature T.
One may use an annealing scheme where the temperature varies as Tn = αTn−1,
where T is the temperature at the nth temperature update and α is an arbitrary
constant between 0 and 1. The parameter α decides how slowly T decreases. Typical
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values of α lie between 0.9 and 0.95. The parameters Y, α, and the initial value
of T play a critical role for the performance of the simulated annealing. In the
experimental studies, the temperature update for the annealing scheme is made as
Tn = T0/(1+ αTn−1). The typical value of α is of the order of 0.01–0.1 to have a
graceful degradation of the temperature.

3.7 Network upgrade

The method of routing static connections using the simulated annealing technique
can also be extended to the upgrading of networks. As a network evolves over
time, the challenge lies in how to route the incremental traffic demands over the
pre-existing network such that the total network facility cost is minimized at every
instant in the process of network evolution [109, 283]. The goal is to reuse most of
the resources from the previous generation of the network and to evolve out of it to
accommodate the additional traffic set.

A link in the network may be used to realize the working and spare capacity
requirements. The objective would be to incur a one-time fixed charge for the
acquisition and to incur an incremental stepwise increase in cost with increasing
capacity as additional transmission systems are turned on.

In the most generalized model a traffic model is represented as {Rl, Ra}, where
Rl is the number of connections that leave the system during the transition from
one generation to the next and Ra defines the number of connections that arrive in
the next generation.

In the experimental studies there are two scenarios: (1) all the demands from
the first generation get carried over to the next generation (i.e. {|Rl| = 0, |Ra| ≥ 0})
and (2) the number of demands increases (i.e. |Rl| ≥ |Ra|), hence the network needs
an upgrade. In the second scenario the traffic matrix might be entirely or partially
different from the previous generation. The routes of the demands which do not
carry on to the next generation are removed, but the installed capacity in the network
(in terms of the number of fibers, cross-connects at nodes, etc.) are taken as lower
bounds for the simulated annealing framework in the next generation.

At first the static connections of the first generation are optimally routed using
the simulated annealing approach. The total optimal network state at the end of the
first generation is taken as the lower bound of the SA while routing the connections
during the second generation of network evolution. The same process is repeated
for each successive generation of network evolution. Hence the final topology is
the subset of links that need to be activated, the subset of fibers that need to be lit
up, the number of wavelength cards that need to be installed and the cross-connects
that need to be configured to realize the traffic.
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3.8 Methodology validation

The 14-node, 23-link NSFnet network is used for experimental studies. Each of the
links in the network is assumed to be bidirectional. The maximum number of fibers
F in the network is assumed to be five; since fibers are expensive components,
it is advisable to minimize the installation of fibers. The maximum number of
wavelengths considered per fiber is 40. Each node in the network is assumed to be
homogeneous (i.e. they employ the same switching architecture). A connection at a
node is assumed to be switched between an incoming wavelength on one fiber to the
same wavelength on the same or different outgoing fiber. The following cost values
are applied for the experimental studies. The link provisioning cost Clp = $160 per
mile, the fiber provisioning cost is kept at Cf = $1000 per mile, the wavelength
cost is kept at Cλ = $1, and the cost of a (2× 2) (ω = 2) cross-connect is kept at
$1000. The cost values employed here are conservative estimates obtained from
the literature.

The total facility cost is computed using the equation derived in the cost model.
The value of Boltzmann’s constant is chosen to be of the order of 5 000–10 000
such that

0 ≤ exp(−δ/K ti ) ≤ 1

where ti is the temperature at the i th iteration. The temperature mutation parameter
α is taken to be between 0.005 and 0.01 so that the temperature does not drop
abruptly. Higher values of α lead to a fast convergence for the simulated annealing
procedure. The edge weight mutation parameter γ is chosen to be between 0.5
and 1.0.

The network evolution is considered for a period of 6 years. The initial num-
bers of requests considered for the first generation were 75, 100, 150, and 200
distributed uniformly over the 22 node-pairs. Every year the traffic is increased by
a conservative growth estimate of 15–20%. For the second model of traffic upgrade
some connections from the first generation are probabilistically terminated so that
they are absent in the next generation and new connections are added such that the
overall connections increase across generations.

The total number of subtransitions at a given temperature considered for SA
is limited to 10 and the number of transitions across different temperatures is
considered to be 20. The numbers chosen are to show different possible solution sets.

3.8.1 Observations

Several observations are made from the study of the simulated annealing approach
for routing static connections.
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Fig. 3.13. Behavior of simulated annealing within one generation.

Fig. 3.14. Network facility cost across generations when the initial demand set
remains intact.

� Figure 3.13 shows a simulated annealing progress curve for the three different shuffling
schemes. As is observed from the figure, the higher values of the objective function were
seen by each scheme because the SA was trying to explore a bad solution, which would
otherwise not be explored. Simulated annealing hence actually tries to emulate the K
shortest paths (K shortest cycles in this case) and does so in a much more unconstrained
manner.

� The mutation scheme based on the descending hop length of connections gives the best
solution for routing connections as depicted in Fig. 3.14.
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Fig. 3.16. Fiber cost vs. wavelengths per fiber.

This is an intuitive result as the higher hop count connections should be routed
prior to shorter hop connections, such that all the requests are ideally packed in.
The scheme based on ascending hop length and that based on random mutation
performed significantly more poorly compared to the first scheme. In fact, as one
progresses to higher and higher generations, a few longer hop connections start
getting blocked due to unavailability of a route.
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Table 3.1. Comparison of different SA mutation schemes

DESC hop length ASC hop length Random
Metric
No. req. Object CPU E, F Object CPU E, F Object CPU E, F

75 3.23E7 1 14, 1 3.58E7 1 14, 1 3.77E7 1 14, 1
100 3.53E7 1.85 18, 2 3.63E7 1.86 19, 2 3.81E7 1.93 19, 3
150 3.63E7 3.39 22, 3 4.16E7 3.34 22, 4 3.97E7 3.54 22, 3
200 4.50E7 5.33 22, 4 4.61E7 5.25 22, 4 4.73E7 5.48 22, 4

Table 3.2. Comparison of simulated annealing with ILP

Simulated annealing ILP
No. req. (objective value) (objective value)

72 1.1687× 108 1.14× 108

92 1.684× 108 1.46× 108

112 1.8256× 108 1.72× 108

� Figure 3.15 shows the incremental costs that are incurred for the second upgrade model.
This figure shows that the simulated annealing is successful in routing the connections in
successive generations over the facility installed in the initial design itself. The descending
hop length scheme performs the best. In future generations, the ascending hop length
scheme performs almost similar to the random mutation scheme.

The point to be noted here is that the initial design solution for the first generation
itself is an inexpensive one and tries to route traffic using a subset of links out of the
complete topology. The successive incremental costs that come in future generations
try to reuse the resources from the previous generation and sometimes add new
links to accommodate new connections. This is a significant point as every network
designer would like to build a network which not only accommodates current traffic,
but also can carry a significant amount of future workload.

� Figure 3.16 shows the decrease in fiber cost across six generations as the number of
wavelengths per fiber is increased while handling the same traffic demand.

� Table 3.1 represents the performance of the different mutation techniques for different
initial traffic demands. No. req. represents the initial number of requests to start with
at the beginning of the first generation. The traffic demands are assumed to grow by a
conservative estimate of 20% in between two successive generations. Object represents
the optimal value of the objective function (i.e. the total network facility cost found at the
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Fig. 3.17. Original topology.

Fig. 3.18. Sparsening effects in simulated annealing.

end of the final generation). CPU represents the total CPU time needed to arrive at the
solution for the complete design problem for six generations. E represents the number
of edges that were activated after finding a solution and F represents the total number of
fibers needed. As is observed from the table, the descending hop length metric scheme
performs significantly better than the other two schemes as lower traffic demands are
considered. But as the traffic demand increases, the solutions given by all the schemes
tend to merge.

� Table 3.2 represents the performance of simulated annealing as compared to an ILP
solution. It is noted that the simulated annealing objective value is within 10% of the ILP
optimal value. For the above chart a demand set of 72 requests in the first generation,
followed by an incremental demand of the order of 20 for the next two generations,
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is considered. The traffic demand used for this comparison is different from the traffic
demand used for the previous experiments with SA.

Another interesting observation is the effect of topology sparsening, which hap-
pens in the design study as shown in Fig. 3.17 which illustrates some missing
links during a certain generation. Figure 3.18 indicates the links that get added
on to accommodate the additional traffic. Simulated annealing illustrates that the
topology needed to route a set of connections for any given generation was actu-
ally the proper subset of the topology obtained for routing the traffic for a future
generation.
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p-cycle protection

The p-cycle (preconfigured protection cycles) is a cycle-based protection method
introduced in [298, 299]. It can be characterized as embedding of multiple rings
to act as protection cycles in a mesh network. The p-cycles are configured with
spare network capacity to provide protection to connections. The design goal of
p-cycle protection is to retain the capacity efficiency of a mesh-restorable network,
while approaching the speed of a line-switched self-healing ring [298]. In p-cycle
protection, when a link fails, only the end nodes of the failed link need to perform
real-time switching. This makes p-cycle similar to SONET/SDH line-switched
rings in terms of the speed of recovery from link failures. The key difference
between p-cycle and ring protection is that p-cycle protection not only protects
the links on the cycle, as is the case for ring protection, it also protects straddling
links. A straddling link is an off-cycle link for which the two end nodes are both
on the cycle. This important property effectively improves the capacity efficiency
of p-cycles. Figure 4.1 depicts an example that illustrates p-cycle protection. In
Fig. 4.1(a), A–B–C–D–E–A is a p-cycle formed using reserved capacity on the
links for protection. When an on-cycle link A–B fails, the p-cycle can provide
protection as shown in Fig. 4.1(b). When a straddling link B–D fails, each p-cycle
protects two working paths on the link by providing two alternate paths as shown
in Figs. 4.1(c) and (d), for the entire traffic on the link in both directions.

4.1 Design of p-cycle restorable networks

The design of a p-cycle restorable network is usually formulated as an integer linear
programming problem, as in [298, 299]. The set of all simple distinct cycles up to
some limiting size is generated using cycle generation algorithms. To select the set
of p-cycles, an ILP solution identifies the optimal set of p-cycles in spare network
capacity by choosing the number of copies of each elemental cycle to be configured
as a p-cycle. Two design objectives can be set to design the protection cycles.

62
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Fig. 4.1. (a) An example of a p-cycle. (b) Protecting on-cycle links. (c),
(d) Protecting straddling links.

(i) Maximizing the restorability with a given amount of placement of spare capacity.
(ii) Minimizing the total amount of capacity for a full restorable p-cycle network.

Additional constraints such as the length of a p-cycle or other physical constraints
may also apply, as depicted in the example below.

Example 1. Consider the example of Fig. 4.1 again. In this example, all cycles of
length up to five are A–F–E–A, A–F–E–D–B–A, A–E–D–B–A, A–E–D–C–B–A,
and B–D–C–B. Although among these two cycles, A–F–E–A and B–D–C–B, cover
all nodes. However, it is not an acceptable set as the cycles in this set do not cover
all links. A set of two cycles, A–F–E–D–B–A and B–D–C–B, cover all links.
So does the set consisting of A–F–E–A and A–E–D–C–B–A. Note that the cycle
A–F–E–D–C–B–A covers all links and nodes (it is a hamiltonian cycle), but it is
not acceptable in this case as it consists of six links and a restriction of five links
has been placed on the cycle length in this example.

4.2 Cycle selection algorithms

An algorithm to compute all cycles in a network is described in Section 4.5. For a
given network, there may be a large number of cycles. Therefore the ILP approach
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Table 4.1. TS and AE values of all
cycles in Example 1

Cycle TS AE

A–F–E–A 3 1
A–F–E–D–B–A 7 1.4
A–E–D–B–A 4 1
A–E–D–C–B–A 7 1.4
B–D–C–B 3 1

is only suitable in practice for small or medium size networks, because the number
of cycles in a graph grows exponentially with the number of nodes and edges.

4.2.1 Use of preselecting a p-cycle candidate set

To reduce the computation complexity, the idea of preselecting a subset of a cycle
has been proposed in [109, 300]. In [300], a subset of cycles that have “high merit”
are preselected and then provided to an otherwise unchanged optimal solution
model. Two preselection metrics have been proposed.

� Topological score (TS):

TS( j) =
∑
i∈S

xi j (4.1)

� A priori efficiency (AE):

AE( j) = TS( j)

/ ∑
(i∈S|xi j=1)

Ci (4.2)

where S is the set of links. Ci is the cost or distance of link i . xi j = 1 if link i is
part of cycle j , xi j = 2 if link i straddles cycle j , and xi j = 0 otherwise.

For example, Table 4.1 lists the TS and AE values of all cycles in Example 1.
Ci is assumed to be 1 for all of the links in the network. The cycles are sorted
first by either TS or AE measures. Instead of using all distinct cycles in the ILP
formulation, only a limited number of the top-ranked candidates are used in the
optimization solution model.

Another algorithm has been developed in [47] to compute a set of candidate
p-cycles. The algorithm generates a combination of high-efficiency cycles and short
cycles so that the densely distributed and sparsely distributed working capacity can
be efficiently protected. High-efficiency cycles are generated in the early stage
by using a weight that considers the efficiency of cycles to control the order of
exploring cycles in a depth-first search.
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4.2.2 Straddling link algorithm

The straddling link algorithm (SLA) [109] aims to generate a single p-cycle that
straddles each network link if possible. The algorithm first computes the shortest
path between the end nodes of a link. It then computes the second shortest path
between the end nodes of this link. The second shortest path is node-disjoint from
the first one. The link itself is excluded from both the paths. The intent of the process
is to generate a set of cycles with exactly one straddling link each. For a link that
cannot be covered as a straddling link of any cycle, the algorithm generates a cycle
formed by the link itself and the shortest path between the end nodes of the link,
hence the link is covered as an on-cycle link.

Consider the example network of Fig. 4.1 again. Link A–E is covered by the
cycle A–F–E–D–B–A, which is formed by two node-disjoint paths A–F–E and
A–B–D–E. Similarly, the link B–D is covered by the cycle A–E–D–C–B–A. Links
A–F and E–F in algorithm SLA are covered by cycle A–F–E. Similarly, the links
B–C and C–D are covered by the cycle B–C–D, and the links A–B and D–E are
covered by the cycle A–B–D–E. SLA can be implemented by two calls of Dijkstra’s
algorithm. It is simple and very fast. However, the cycles produced are generally
inefficient for an overall p-cycle network design because most of the primary cycles
generated only have one straddling link.

4.2.3 High-efficiency p-cycle optimization heuristic algorithm

An algorithmic approach for the p-cycle optimization problem has been proposed
in [122]. The approach has two steps.

In the first step, a set of candidate p-cycles is computed. Three p-cycle operations
are proposed to transform the set of cycles from the SLA into more efficient p-cycles.
For each primary cycle generated by the SLA, the operations replace an on-cycle
link by a path between the end nodes of the link, thus converting the on-cycle link to
a straddling one. The p-cycles generated by these operations have a higher average
AE. However, it generates more candidate p-cycles than SLA does.

In the second step, one p-cycle is chosen iteratively from the candidate p-cycle set
and used to reduce the unprotected working capacity until all working capacities
are protected. In each iteration, the p-cycle with the highest actual efficiency is
selected, as defined by

AE( j) = wi × xi j

/ ∑
(i∈S|xi j=1)

Ci (4.3)

where wi is the amount of unprotected working capacity on link i . Unlike the AE
measure, the actual efficiency depends not only on the number of on-cycle and
straddling links, but also on the unprotected working capacity on these links.
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4.3 Joint optimization of p-cycle design

The p-cycle design is generally formulated as a non-joint optimization problem,
i.e. the working demands are routed via shortest paths first, and then a corre-
sponding minimum spare capacity allocation problem using p-cycles is formu-
lated. In an alternate approach, joint optimization design, one attempts to opti-
mize the choice of routing working connections in conjunction with the p-cycle
selection so that the total capacity is minimized. Solving the joint optimization
problem is more difficult because of the additional computation complexity. In
[300], a preselection heuristic is used to provide a set of “high-merit” p-cycle can-
didates in order to avoid enumerating all distinct cycles. The joint optimal design
may reduce redundancy by up to 25% over non-joint optimal design, as shown in
[300].

In another study [67] using the Pan-European Cost 239 network as a test network,
it has been shown that in a WDM network without wavelength conversion, the spare
capacity used by p-cycles of practical lengths (maximum length 4000–6000 km)
consumes about half of the working capacity, while in the presence of wavelength
conversion, the ratio of spare to working capacity is between 70% and 90%. The
p-cycle design issues have also been studied in [22, 23, 64, 65, 66, 69, 80, 93, 95,
316].

4.4 A p-cycle-based design for dynamic traffic

In a dynamic environment, the demands arrive at a network one by one in a random
manner. Therefore, not all information concerning the demands is known in ad-
vance. In [94], the performance of protected working capacity envelopes (PWCE)
based on p-cycle protection was studied. The concept of protected working capacity
envelopes was proposed in [296] to deal with dynamic traffic. The idea of PWCE
is to provision over inherently protected capacity, as opposed to explicit provision
protection for every dynamically arriving connection. In PWCE, an envelope of
working capacity and a separate spare capacity part are created by an offline plan-
ning process in such a way that the envelope of the working capacity is protected
by the spare capacity part. Therefore, provisioning a protected service for a dynam-
ically arriving connection is done simply by routing a connection in the protected
working envelope. The PWCE concept has the potential to offer implication and
operation advantages, and to be more scalable and robust than shared-path-based
protection.

In p-cycle protection, for on-cycle links, up to half of the capacity has to be
set aside for protection, whereas for straddling links, there is no need to reserve
spare capacity at all. In the case of dynamic traffic, to use the p-cycle concept for
protection, the following two aspects have to be considered.
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� Selecting a set of p-cycles. Since not all information about the demands is known in
advance, every link in the network has to be protected, as every link may carry traffic in
the future. In order to do this, a set of cycles needs to be selected in such a way that every
link is either on at least one cycle or is a straddling link of a cycle, i.e. the end nodes of
every link are on at least one duplicate cycle. This set of cycles serves as p-cycles.

� Capacity allocation. Again, due to a lack of full information in advance, to provide 100%
protection against any single link failure, up to half of the capacity on the links of selected
p-cycles needs to be reserved for protection.

To minimize the total reserved capacity, it is desirable to minimize the total length
of the selected set of p-cycles. Thus, the p-cycle design for managing dynamic traffic
is based on the following steps.

(i) Compute a set of cycles so that the two end nodes of each link in the network are at
least on the same cycle, and the total length of all cycles is minimum. These cycles
serve as p-cycles. The cycle length may be restricted.

(ii) For each link on a cycle, reserve half of the capacity for protection purposes.
(iii) For each arrived connection request, route the request using the reserved capacity in

the network.

4.4.1 Performance matrix

Two redundancy metrics are defined to characterize the capacity utilization: network
redundancy and instant redundancy.

Network redundancy (NR) is defined as the ratio of the total reserved capacity
for protection to the total available capacity for working traffic. It is determined by
the network topology and the total available capacity when the network is built.

Instant redundancy (IR) is defined as the ratio of the total used capacity for
protection to the total used capacity for working traffic at an instant in time. IR
characterizes the capacity utilization for the traffic that has arrived.

NR can be computed using

NR =
∑L ′

k=1 0.5× C × length(k)∑L
j=1 C × length( j)−∑L ′

k=1 0.5× C × length(k)
(4.4)

where j and k are link IDs, L is the total number of unidirectional links in the
network, and L ′ is the total number of links that are on any of the cycles that are
selected as p-cycles. Assume that every link in the network has equal length, and
initial available capacity on every link is the same, denoted as C , then

NR = 0.5C L ′

LC − 0.5C L ′
= L ′

2L − L ′
(4.5)
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If the network is represented as an undirected graph, the set of selected cycles needs
to cover every node in the network at least once. Therefore L ′ ≥ N , where N is the
number of nodes in the network. Then

NR ≥ N

2L − N
(4.6)

If the network is represented as a directed graph, and we assume that the connection
between any two nodes in the network is bidirectional, it is necessary that the set
of selected cycles covers every node in the network at least twice, one in each
direction. In this case, L ′ ≥ 2N . Therefore,

NR ≥ N

L − N
(4.7)

Equations (4.6) and (4.7) provide lower bounds for NR under the assumptions that
every link in the network has equal length and the initial available capacity on every
link is the same.

4.4.2 Determining an optimal set of p-cycles

The problem of finding an optimal set of p-cycles is the first step in the design
and is defined as follows. Given a network topology, represented as an undirected
graph G(V, E), where |V | = N and |E | = L, identify a set of cycles with minimum
total length so that for ∀ j ∈ E, such that at least one cycle contains both the end
nodes of j in the set of cycles. This problem can be formulated as an integer linear
programming (ILP) problem. Suppose P denotes the set of all simple distinct cycles
in the graph; see [57] to compute all simple cycles. The ILP solution then selects a
set of p-cycles.

The following notation is used in the ILP formulation. The problem is first
formulated for an undirected graph, and then modified for a directed graph.

4.4.2.1 Notation
� j = 1, 2 . . . , P: number assigned to a cycle.
� Ll : length of link l.
� ωl

j : link indicator, which takes a value of unity if link l is on cycle j and zero otherwise
(data).

� σ l
j : protection indicator. In an undirected graph, it takes a value of unity if link l is on

cycle j or is a straddling link of cycle j . It takes a value of zero otherwise (data).
� δ j : takes a value of unity if cycle j is chosen as a p-cycle in the design and zero otherwise

(a binary variable).
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Fig. 4.2. An illustrative example of p-cycle protection in a directed graph.

4.4.2.2 Problem formulation for an undirected graph

(i) Objective: minimize the total length of all p-cycles:

min
L∑

l=1

P∑
j=1

δ j ωl
j Ll (4.8)

(ii) Subject to constraint: both end nodes of each link are at least on the same cycle:

P∑
j=1

δ jσ
l
j ≥ 1 ∀l ∈ L (4.9)

4.4.2.3 Directed-link networks and p-cycle protection

Although the idea of p-cycle protection in a directed graph is the same as in an
undirected graph, there are some necessary modifications.

� In a directed graph, the links and cycles are unidirectional, therefore a p-cycle provides
only one restoration path for its straddling links. Thus a p-cycle can only protect the
working traffic on a straddling link up to the capacity reserved on each link of the p-cycle.

� A p-cycle can provide protection for a link x → y if the counter-direction link y → x is
on the cycle.

To illustrate these, consider the example depicted in Fig. 4.2. Suppose cycle A →
D → C → B → A is a p-cycle. It can provide protection for links A → B, B →
C, C → D and D → A, for which counter-direction links are on the cycle. For the
straddling link A → C, the p-cycle A → D → C → B → A provides only one
restoration path A→ D→ C. There is no restoration path in the other direction on
the cycle.
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In the network model described in Section 4.4.1, half of the capacity on each on-
cycle link is reserved, and no capacity is reserved on straddling links for protection.
In order to provide 100% protection in a directed graph, each link l in the graph
must meet one of following two constraints.

� The counter-direction link of l is on a p-cycle.
� Link l is a straddling link between two p-cycles.

To formulate the constraint, σ l
j is modified as follows: for unidirectional networks,

it is 2 if the counter-direction link to l is on cycle j . It is 1 if link l is a straddling
link of cycle j . It is 0 otherwise.

The formulation is given as follows.

(i) Objective: same as Eq. (4.8).
(ii) Subject to constraint: for each link l, the counter-direction link to l is on a cycle or link

l is a straddling link of two p-cycles.

P∑
j=1

δ jσ
l
j ≥ 2 ∀l ∈ L (4.10)

4.4.3 Accommodating connections: routing strategies

Three different routing strategies can be used to route connections:

(i) Shortest-path routing (SPR).
(ii) Least-loaded routing (LLR).

(iii) Most-free routing (MFR).

Three routing strategies are defined as follows.

� Shortest-path routing: a connection is always routed on its first shortest path of the node-
pair of this connection.

� Least-load routing: the maximum load link on a path is defined as the link that has
maximum load among all the links on the path. Here the load is given in terms of the
number of wavelengths used. The load on a path is defined as the load on the maximum
load link on the path. When a call arrives, the load on the alternate paths of the node-pair
are compared. The path that has the least load is chosen for routing.

� Most-free routing: a least-free link on a path is defined as the link that has least free
capacity among all the links on the path. The free capacity on a path is defined as the free
capacity on the least-free link on the path. When a call arrives, the free capacity on the
alternate routes of the node-pair are compared. The path that has the most free capacity is
chosen for routing. Note that although it is assumed that the initial capacity on every link
in the network is the same, after half of the capacity on every link of selected p-cycles is
reserved for protection, the available capacity for routing working traffic on every link is
not the same. Therefore, LLR and MFR are not the same.
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Fig. 4.3. Notation for link capacity usage.

For each of the routing strategies, a set of k edge-disjoint shortest paths are pre-
computed for each node-pair. Figure 4.3 describes the notation for link capacity
usage. The loaded capacity on a link at an instant of time is the capacity allocated
to carry working traffic on the link. For every link on the p-cycles, half of the
total capacity has been reserved for protection, as shown in Fig. 4.3(a). At an
instant time t , the actual used spare capacity on every link of p-cycles is the same,
denoted as Max(W ), as shown in Fig. 4.3(a). It can be calculated as follows. At
time t , the maximum number of wavelengths used for carrying working traffic on
any of the links on p-cycles is denoted as Max(Wcycle). The maximum number
of wavelengths used for carrying working traffic on any of the straddling links
of p-cycles is denoted as Max(Wstraddling). Max(W ) is the number of wavelengths
required on every link of p-cycles to provide 100% protection at time t . Therefore
Max(W ) = Max(Max(Wcycle), 1

2 Max(Wstraddling)). There is no reserved capacity on
straddling links. The rest of the capacity is called free capacity on a link.

4.4.3.1 Wavelength continuity constraint

It is assumed that no wavelength conversion is available in the network. Therefore
the wavelength continuity constraint needs to hold for a primary path. Since
p-cycle protection is a link-based protection method, in the absence of wavelength
conversion, the p-cycle has to use the same wavelength as the working traffic for
protection. Fiber-lever protection is employed to meet the wavelength continuity
constraint. In this case, every link in the network is assumed to have two fibers,
one in each direction. Half of the capacity on every fiber is reserved in such a
way that working traffic using a wavelength on one fiber in one direction can al-
ways be backed up by the same wavelength on another fiber in another direction.
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Fig. 4.4. Wavelength continuity constraint in a p-cycle-based design.

Figure 4.4 gives an example. Suppose two cycles 1 → 4 → 3 → 2 → 1 and
1 → 2 → 3 → 4 → 1 are p-cycles. Assume that every link has four wavelengths
λ1 to λ4. Wavelengths λ1 and λ2 are reserved on every link on the cycle 1 → 4 →
3 → 2 → 1 for protection. Wavelengths λ3 and λ4 are reserved on every link on
the cycle 1 → 2 → 3 → 4 → 1 for protection. Wavelengths λ3 and λ4 on the links
of the cycle 1 → 4 → 3 → 2 → 1 can be used for carrying working traffic, which
can be backed up by the same wavelengths on the cycle 1 → 2 → 3 → 4 → 1.
Similarly, λ1 and λ2 on the links of cycle 1 → 2 → 3 → 4 → 1 can be used for
carrying working traffic, which can be backed up using the same wavelengths on
the cycle 1 → 4 → 3 → 2 → 1. In Fig. 4.4, the set of wavelengths reserved on a
link for protection is denoted as {λi }b, the set of wavelengths that can be used for
carrying working traffic on a link is denoted as {λi }w.

4.4.4 Effectiveness of the p-cycle-based design

To study the effectiveness of the p-cycle-based design, simulation experiments are
carried out using four topologies. Figure 4.5 shows the Pan-European COST 239
network [207] with 11 nodes and 26 links. To study the effect of the average nodal
degree of a network on the performance of a p-cycle-based design, three topologies
are created by deleting edges from the COST 239 network. Instead of arbitrarily
selecting edges to be deleted, the following process is used to select the edges to
be deleted.

The requests in the traffic matrix shown in Table 4.2 are routed one by one
using shortest-path routing. The traffic matrix is obtained by dividing every entry
of the traffic matrix in [207] by 2.5 Gbit/s. The demand unit in the matrix is one
wavelength. Note that the final outcome is not dependent on the order of routing
requests, since every request is always routed on the shortest path between the
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Table 4.2. Request matrix for the COST 239 network

Node 1 2 3 4 5 6 7 8 9 10 11

1 0 1 1 3 1 1 1 1 1 1 1
2 1 0 5 8 4 1 1 10 3 2 3
3 1 5 0 8 4 1 1 5 3 1 2
4 3 8 8 0 6 2 2 11 11 9 9
5 1 4 4 6 0 1 1 6 6 1 2
6 1 1 1 2 1 0 1 1 1 1 1
7 1 1 1 2 1 1 0 1 1 1 1
8 1 10 5 11 6 1 1 0 6 2 5
9 1 3 3 11 6 1 1 6 0 3 6

10 1 2 1 9 1 1 1 2 3 0 3
11 1 3 2 9 2 1 1 5 6 3 0

Fig. 4.5. The Pan-European COST 239 network.

source–destination node-pair. After all the requests are routed, the load on every
link is calculated, and the links are sorted in increasing order of their link loads.
The networks in Figs. 4.6–4.8 are created by deleting the first 5, 9, and 12 links in
the sorted list, respectively. The above link selection process is based on the belief
that removing the link that carries the least load would have the least impact on
other links in the network. The length-based cost is considered, i.e. the length of a
link is the real distance between the two cities in kilometers.
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Fig. 4.6. Modified Pan-European COST 239 network with 21 links.

Fig. 4.7. Modified Pan-European COST 239 network with 17 links.
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Fig. 4.8. Modified Pan-European COST 239 network with 14 links.

The dynamic traffic is generated based on the traffic matrix shown in
Table 4.2. The requests are randomly generated one at a time using the distri-
bution in this table. The service time of every request is assumed to be infinite, i.e.
the connections are not released once they are established. Here dynamic traffic
means that the network has no information on what requests are due to arrive. That
is, upon the arrival of a request, the information on existing lightpaths for previous
requests is available. No request is allowed to be rerouted to accommodate the most
recently arrived request. The network selects the best route for the current request
at the time of arrival, depending on the current network status.

A request is routed using the routing algorithms defined in Section 4.4.3. Two
scenarios are considered for the performance evaluation. First, it is assumed that the
initial capacity of the network is enough to accept all connection requests. Next, the
blocking performance is studied, assuming that the network has limited resources.

4.4.5 Results and discussion

4.4.5.1 COST 239 network

Finding an optimal set of p-cycles. Assuming the network is bidirectional, a
total of 7062 simple distinct cycles are computed. This entire cycle set is provided
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Table 4.3. Performance of the least-loaded routing algorithm

Simulation Working Spare IR Total
index capacity capacity (%) Max(W) capacity

1 316 750 161 500 51 17 478 250
2 316 980 161 500 51 17 478 480
3 328 930 190 000 58 20 518 930
4 330 410 180 500 55 19 510 910
5 350 900 171 000 49 18 521 900
6 323 470 171 000 53 18 494 470
7 328 785 171 000 52 18 499 785
8 339 430 199 500 59 21 538 930
9 310 620 199 500 64 21 510 120

10 334 585 171 000 51 18 505 585

Average 328 086 177 650 54 19 505 736

as candidate cycles to the ILP formulation for optimal p-cycle selection. The ILP
solution identifies two p-cycles, one in each direction: 1 → 4 → 7 → 10 → 11 →
9 → 6 → 8 → 2 → 5 → 3 → 1 and 1 → 3 → 5 → 2 → 8 → 6 → 9 → 11 →
10 → 7 → 4 → 1. The total length of the two cycles is 9500 km.

Capacity utilization. Assume that every link in the network has 60 wavelengths.
The total length of all links in the network (considered to be bidirectional) is
30 090 km. The total capacity in the network is therefore 1 805 400 wave-
length× km. A total of 30 wavelengths on the links of two cycles are reserved
for protection. The total reserved capacity is thus 285 000 wavelength × km. The
network redundancy is 18.8%, computed using Eq. (4.4) in Section 4.4.1.

Ten dynamic request sequences are generated using the method described in
Section 4.4.4. That is the same distribution as in Table 4.2. However, in each
scenario, the request arrives in a different order. The requests are routed one by
one using the three algorithms defined in Section 4.4.4. Tables 4.3 and 4.4 list the
capacity utilization using the LLR and MFR algorithms, respectively. The working
capacity on a link is the capacity used to carry the working traffic on a link, computed
by multiplying the number of wavelengths by the length of the link. The working
capacity in column II is the total of the working capacity required on all links.
Column III gives the total spare capacity used on the p-cycles after the last request
has been routed. It is calculated using the following equation:

Total spare capacity =
L ′∑

k=1

length(k)×Max(W ) (4.11)
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Table 4.4. Performance of the most-free routing algorithm

Simulation Working Spare IR Total
index capacity capacity (%) Max(W) capacity

1 332 530 152 000 45 16 484 530
2 334 625 180 500 53 19 515 125
3 334 970 171 000 51 18 505 970
4 333 600 142 500 43 15 476 100
5 341 320 171 000 50 18 512 320
6 326 925 133 000 41 14 459 925
7 348 500 171 000 49 18 519 500
8 342 980 161 500 47 17 504 480
9 341 955 171 000 50 18 512 955

10 344 150 171 000 50 18 515 150

Average 338 155 162 450 48 17 500 605

where Max(W ) is defined in Section 4.4.3. Column IV in Tables 4.3 and 4.4 gives the
instant redundancy, as defined in Section 4.4.1. Column V gives Max(W ). Column
VI gives the total capacity used after the last request has been routed. The unit for
capacity is (wavelength× km).

Since it is assumed that all calls stay in the network, the total working capacity and
the total spare capacity for SPR are the same for each of the ten request sequences.
The total working capacity is 270 230 and the total spare capacity is 247 000. The
instant redundancy is 91%.

SPR uses the least working capacity, as each request is always routed on the
shortest path, and requires the most spare capacity among the three routing al-
gorithms. On the other hand, MFR uses the most working capacity and requires
the least spare capacity. The reason is that MFR distributes the load most evenly.
Hence Max(W ) is the least among all three. On average, MFR uses the least to-
tal capacity after the last request has been routed and SPR uses the most total
capacity.

Comparison with backup multiplexing protection. For the purposes of a com-
parison, simulations for backup multiplexing protection (BMP) are conducted for
the same ten request sequences. For each node-pair, three edge-disjoint shortest
paths are precomputed. As a call arrives, a pair of paths from three alternate paths
of the node-pair are selected as primary and backup paths in such a way that the total
increase in capacity due to routing this connection is minimum. The backup capac-
ity is always shared when this is possible and does not violate 100% protection.
The wavelength continuity constraint applies to both primary and backup paths.
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Table 4.5. Path protection with backup multiplexing

Simulation Working Spare IR Total
index capacity capacity (%) capacity

1 300 720 225 905 75 526 625
2 306 080 208 660 68 514 740
3 295 200 237 635 80 532 835
4 304 170 244 135 80 548 305
5 305 505 217 170 71 522 675
6 296 375 265 120 89 561 495
7 309 995 238 010 76 548 005
8 298 090 261 385 87 559 475
9 301 135 242 635 80 543 770

10 295 520 261 570 88 557 090

Average 301 279 240 222 79 541 501

The first-fit policy is used for wavelength assignment. The results are depicted in
Table 4.5. On average, BMP uses less working capacity than LLR and MFR, and
more working capacity than SPR. BMP uses almost the same spare capacity as
SPR. Among all schemes, BMP uses the most total capacity. Therefore, in terms
of total used capacity, the p-cycle-based design using the above routing algorithms
performs better than BMP for this network.

Blocking performance. To study the performance under the condition of insuf-
ficient resources in the network, every link is assumed to have 30 wavelengths.
The total capacity in the network is then 902 700 wavelength × km. 15 wave-
lengths on the links of two cycles are reserved for protection. The total reserved
capacity is 142 500 wavelength × km. As the network load increases, some of
the requests are blocked. Table 4.6 presents the results for the same ten request
sequences.

The p-cycle-based design with SPR has the largest number of blocked requests.
This is expected, as there is only one route allowed for each request in SPR.
The p-cycle-based design with LLR or MFR have an average of one blocked
request, which is less than the average of four blocked requests in the SBPP
scheme. This is consistent with the result in Section 4.4.5.1 where sufficient ca-
pacity is assumed. Under the assumption that there is enough capacity in the
network, it is observed that after all 110 requests are routed, BMP uses slightly
more total capacity than the p-cycle design. Therefore, when the network capac-
ity is limited, BMP leads to a greater number of blocked requests than LLR or
MFR.
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Table 4.6. Blocking (assume 30 wavelengths per link)

Number of blocked requests

SPR LLR MFR BMP
Simulation
index

1 9 2 0 4
2 10 0 1 2
3 9 1 0 3
4 9 3 3 4
5 8 1 4 3
6 8 2 0 3
7 10 1 1 3
8 10 1 1 3
9 9 0 1 7

10 8 1 2 4

Average 9 1 1 4

.

Table 4.7. Average nodal degree of four topologies

Topology Average nodal degree

COST 239 4.7
Modified COST 239 with 21 links 3.8
Modified COST 239 with 17 links 3.1
Modified COST 239 with 14 links 2.5

4.4.5.2 Effect of the network connectivity

The network connectivity may affect the performance of both the p-cycle-based
design and backup multiplexing. The reason for this is that in a high-connectivity
network, there are several choices for finding backup paths as well as p-cycles to
provide protection. The average nodal degree is used to measure the connectivity
of a network. To study this effect various topologies as shown in Figs. 4.6–4.8
with different numbers of links and average nodal degree, as shown in Table 4.7.
They are variations of the COST 239 topology with links progressively removed
to reduce the network connectivity and the nodal degree. Network simulations are
performed using the same set of ten request sequences as earlier.

For the modified 21-link network in Fig. 4.6, the ILP solution identifies two
hamiltonian cycles as p-cycles, one in each direction:

(i) 1 → 3 → 6 → 5 → 2 → 8 → 11 → 9 → 10 → 7 → 4 → 1.
(ii) 1 → 4 → 7 → 10 → 9 → 11 → 8 → 2 → 5 → 6 → 3 → 1.
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Table 4.8. Performance of original COST 239 network

Average working Average spare Average Average total
Routing schemes capacity capacity IR (%) capacity

SPR 270 230 247 000 91 517 230
LLR 328 086 177 650 54 505 736
MFR 338 155 162 450 48 500 605
SBPP 301 279 240 222 79 541 501

Table 4.9. Performance of modified COST 239 network with 21 links

Average working Average spare Average Average total
Routing schemes capacity capacity IR (%) capacity

SPR 275 430 266 760 97 542 190
LLR 318 619 218 539 69 537 037
MFR 315 511 194 940 62 510 450
SBPP 313 665 258 003 82 569 668

For the modified 17-link network in Fig. 4.7, five cycles are preselected for
p-cycle-based protection by the ILP as the best option:

(i) 1 → 3 → 2 → 8 → 5 → 6 → 9 → 10 → 4 → 1.
(ii) 1 → 4 → 7 → 9 → 11 → 8 → 5 → 3 → 1.

(iii) 4 → 10 → 9 → 7 → 4.
(iv) 2 → 3 → 5 → 8 → 2.
(v) 5 → 8 → 11 → 9 → 6 → 5.

For the modified 14-link network in Fig. 4.8, four cycles are preselected for
p-cycle-based protection by the ILP as the best option:

(i) 1 → 3 → 2 → 8 → 11 → 9 → 10 → 4 → 1.
(ii) 1 → 4 → 7 → 9 → 6 → 5 → 3 → 1.

(iii) 2 → 3 → 5 → 6 → 9 → 11 → 8 → 2.
(iv) 4 → 10 → 9 → 7 → 4.

Assuming the initial capacity of the network is sufficient to accept all connection
requests, Tables 4.8–4.11 list the average working capacity, the average spare ca-
pacity, the average IR and the average total capacity of a p-cycle-based design and
shared backup path protection (SBPP) on four networks.

Figure 4.9 shows the relationship between the total average capacity utilization
and the average nodal connectivity for four topologies. Figure 4.10 shows the
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Table 4.10. Performance of modified COST 239 network with 17 links

Average working Average spare Average Average total
Routing schemes capacity capacity IR (%) capacity

SPR 290 970 412 200 142 703 170
LLR 349 546 374 573 107 724 118
MFR 347 925 373 240 107 721 165
SBPP 324 391 271 765 84 595 616

Table 4.11. Performance of modified COST 239 network with 14 links

Average working Average spare Average Average total
Routing schemes capacity capacity IR (%) capacity

SPR 386 430 623 770 161 950 200
LLR 408 304 603 357 148 1011 702
MFR 406 026 602 039 148 1008 155
SBPP 363 269 412 931 114 776 199

Fig. 4.9. Effect of average connectivity on the average total used capacity.

relationship between the average redundancy and the average nodal connectivity
for four topologies.

As the average connectivity of the network increases, the average total used
capacity decreases for both p-cycle-based designs and BMP, but the decreasing for
the p-cycle-based design is faster than that for BMP. The same trend is observed
for the comparison of IR between a p-cycle-based design and BMP. Therefore, the
p-cycle-based design outperforms BMP in terms of capacity utilization for dense
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Fig. 4.10. Effect of average connectivity on the average instant redundancy.

Findallcycles(G)
{

s = 1;
while(s < N) do
{

AK = adjacency structure of strong component
K with least vertex in subgraph
induced by {s, s + 1, . . . , N};

if(Ak �= ∅)
{

s = least vertex in Vk;
for(i ∈ VK){blocked(i) = false; B(i) = ∅;}
Findcycles(s); s = s + 1;

}
else s = N ;

}
}

Fig. 4.11. Procedure for finding all cycles in a graph.

networks, since in dense networks it is likely that more links can be protected as
straddling links; whereas BMP performs better than a p-cycle-based design when
the network is sparse.

4.5 Algorithm for finding all cycles

The first step in p-cycle design is to find all the simple and distinct cycles in a graph.
Finding all cycles in a graph is also used in other network designs. This section
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Procedure Findcycles(s)
{

for v ∈ A(s) Cycle(s, v);
}

Fig. 4.12. Procedure for finding cycle.

Procedure Cycle(s,u)
{

flag = false;
blocked(u) = true;
for v ∈ A(u)
{

if (v = s)
{

output “cycle is found”;
found cycle = path + v;

= true;
}
else if
{

path = path + v;
= ‖Cycle(s,v)

}
}
if ( = true)
Unblock (v);
else
{

for v ∈ A(U)
B(v) = B(v) + u;
path = path − u;

}
return

}

flag

flag flag

flag

flag;

Fig. 4.13. Procedure for a cycle.

describes an algorithm developed by D. B. Johnson for directed graphs [57]. A
modified version for bidirectional graphs can be found in [297].

The algorithm accepts a directed graph G = (V, E). F is a subgraph of G induced
by W ⊆ V and F = (W, {(u, v) | u, v ∈ W and (u, v) ∈ E}). An induced subgraph
F is a strong component of G if for all u, v ∈ W there exist paths pu,v and pv,u



84 p-cycle protection

Procedure Unblock(u)
{

blocked(u) = false;
for w ∈ B(u)
Unblock(w);

}
Fig. 4.14. Procedure to unblock bandwidth.

Fig. 4.15. Execution process of the procedure cycle(1, 2).
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and this property holds for no subgraph of G induced by a vertex set W ′ such that
W ⊂ W ′ ⊆ V . Adjacency structure AG is composed of an adjacency list AG(v) for
each v ∈ V .

The algorithm assumes that vertices are represented by integers from 1 to N . It
finds all cycles in the graph by finding cycles from each root vertex s in the subgraph
induced by s and vertices “larger than s” in some ordering of the vertices. Therefore
the output is grouped according to least vertices of cycles. The pseudocode of the
algorithm is shown in Figs. 4.11–4.14.

The main program Findallcycles(G) starts from s = 1 and increases by 1 in
every loop. The do loop first finds the strong component K with least vertex in the
subgraph induced by {s, s + 1, . . . , s} and AK , i.e. the adjacency structure of K .
If AK is empty, the program ends, since there are no more cycles in the subgraph.
If AK is not empty, the procedure Findcycles(s) is called. Findcycles(s) finds all
cycles rooted in s in the subgraph induced by s and vertices “larger than s.” It is
done by calling procedure cycle(s, v) for each v ∈ AK .

The procedure cycle(s, v) uses a depth-first search to enumerate all cycles starting
from (s, v), i.e. (s, v, . . . , s) as shown in Fig. 4.15. Figure 4.15 depicts a process of
procedure cycle(1, 2) in the example network. The search continues by adding edges
to the path. When a vertex is appended to a path, it is blocked by setting blocked (v)=
true, so that v cannot be used twice on the same path. The search continues until
a cycle is found or the path is blocked by a blocked node. Unblocking is always
delayed sufficiently so that any two unblockings of v are separated by either an
output of a new cycle or a return to the main procedure.
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Network operation

The two most important objectives for network operation are:

(i) capacity minimization
(ii) revenue maximization.

For capacity minimization, there are three operational phases in survivable WDM
network operation: (i) initial call setup, (ii) short-/medium-term reconfiguration,
and (iii) long-term reconfiguration. All three optimization problems may be mod-
eled using an ILP formulation separately. A single ILP formulation that can in-
corporate all three phases of the network operation is presented in this chapter.
This common framework also takes service disruption into consideration. Typi-
cally, most of the design problems in optical networks have considered a static
traffic demand and have tried to optimize the network cost assuming various cost
models and survivability paradigms. Fast restoration is a key feature addressed in
the designs. Once the network is provisioned, the critical issue is how to operate the
network in such a way that the network performance is optimized under dynamic
traffic.

The framework for revenue maximization is modified to include a service differ-
entiation model based on lightpath protection. A multi-stage solution methodology
is developed to solve individual service classes sequentially and to combine them to
obtain a feasible solution. Different cost comparisons in terms of the increase in rev-
enue obtained for various service classes with the base case of accepting demands
without any protection show the gains of planning and operation efficiency.

5.1 Capacity minimization

Among the three phases of capacity minimization the initial call setup phase is a
static optimization problem where the network capacity is optimized for the given
topology and the traffic matrix to be provisioned on the network. After the network

86
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has been provisioned, demands are admitted based on a routing and wavelength
assignment algorithm. The network cannot afford to run optimization procedures
to route every call that arrives dynamically. As a result, the utilization of the net-
work capacity slowly degrades to a point where calls may start getting blocked.
This triggers various reconfiguration stages that try to better utilize the network
capacity. In short-/medium-term reconfiguration, the goal is to optimize resource
consumption for backup paths while not disturbing the primary paths of the cur-
rently working connections. Since backup paths are used only when the primary
path fails, reconfiguring backups does not affect the service. If further optimization
is required, a long-term reconfiguration is triggered that requires whole network
setup.

The long-term reconfiguration problem can again be treated as a static formula-
tion by allowing rerouting of all working connections and optimizing the network
capacity for the expected demand set, comprising both the current working de-
mands and the new demands. The current working demands may not be disrupted
(by removing the capacity used by the current working demands) and the network
capacity can be optimized for the backup requests and the new demands. The for-
mer treatment provides the best capacity optimization. It is possible, however, that
all the current connections may be disrupted, which may not be acceptable. The
latter case avoids disruption to the current working paths, which may result in
poor capacity utilization. To address this tradeoff in the long-term reconfiguration
problem, service disruption is captured by adding a penalty term for disrupting
existing connections as explained in the optimization section. The need for trig-
gering different stages in network operation are of primary research importance.
The network control and management monitors the network dynamics and triggers
different reconfiguration stages.

5.2 Revenue maximization

Network service providers offer varying classes of services based on the choice
of protection, which can vary from full protection to no protection [91, 203, 286].
Based on the service classes, the traffic in the network is divided into one of the
three classes, namely, full protection, no protection, and best-effort.

(i) The first class comprises high-priority traffic that requires full protection in the optical
layer. Many carriers may have already greatly invested in their networks, and their
equipment may not support protection, and such applications have to rely on the optical
layer for legacy network protection.

(ii) The second class comprises high-priority traffic that requires no protection in the optical
layer, as they may already be protected by higher layers such as SONET.
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(iii) The best-effort class tries to provide protection for the connections based on the re-
sources available. These connections may include IP traffic that have their own slower
protection mechanisms, and hence optical layer protection may be beneficial.

Additionally, traffic which does not have any stringent protection requirements
can pay for protection if the network has enough resources available. The network
typically relies on the best-effort traffic for maximizing revenue. Two variations of
the best-effort class are:

(i) every demand is assigned a primary path – a backup path is assigned if resources are
available;

(ii) the goal is to accept the maximum number of demands with or without a backup.

Managing online reconfiguration. One of the difficulties in adapting a formu-
lation for online reconfiguration in larger and more practical networks arises due
to the combinatorial nature of the optimization problem. These problems typically
take hours to solve for a few hundred demands in small networks with a few tens
of wavelengths. This is still acceptable, as it takes a few weeks to provision a new
connection for a WDM optical network.

The following ILP formulations for network capacity minimization are adapted
to include service differentiation, based on lightpath protection, for revenue maxi-
mization in wavelength-routed optical networks.

The following information is assumed to be given: the network topology, a
demand matrix consisting of the new connections to be established for each class, a
set of current working connections and two alternate precomputed routes between
each node-pair. Since each route between every source–destination pair is viewed
as W wavelength continuous paths (lightpaths), one for each wavelength, there
is no need for an explicit wavelength continuity constraint. Information regarding
whether any two given routes are link- and node-disjoint is also assumed to be given.
The ILP solution determines the primary and backup lightpaths for the demand set,
and hence, determines the routing and wavelength assignment.

5.3 Capacity minimization: problem formulation

The objective of this problem is to minimize the network capacity. The first term in
the objective function (Eq. 5.1) denotes the capacity consumed by primary paths,
the second term denotes the capacity consumed by backup paths, and the last term
is a penalty term. If a currently working connection (χ i,p = 1) is reassigned in the
final solution (δi,p = 0), then the objective value is penalized by adding a cost Cw
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to it. Some of the constraints are similar to those in the last chapter and are repeated
here for completeness.

Minimize

N (N−1)∑
i=1

K W∑
p=1

δi,p
L∑

l=1

ε
i,p
l Cl +

L∑
l=1

W∑
λ=1

gl,λCl

+
N (N−1)∑

i=1

K W∑
p=1

χ i,p(1− δi,p)Cw (5.1)

Restoration path wavelength usage indicator constraint: gl,λ takes a value of
one if wavelength λ is used by some restoration route (i, r ) that traverses link l.
Constraints (5.3) and (5.4) set gl,λ = 1, if Xl,λ ≥ 1

Xl,λ =
N (N−1)∑

i=1

K W∑
r=1

νi,rε
i,r
l ψ

i,r
λ (5.2)

gl,λ ≤ Xl,λ (5.3)

N (N − 1)W K gl,λ ≥ Xl,λ (5.4)

1 ≤ l ≤ L , 1 ≤ λ ≤ W, Xl,λ ≥ 0

Link capacity constraint:

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l +

W∑
λ=1

gl,λ ≤ W 1 ≤ l ≤ L (5.5)

Primary path wavelength usage constraint: only one primary path can use a
wavelength λ on link l, no restoration path can use the same λ on link l,

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ψ

i,p
λ + gl,λ ≤ 1 (5.6)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

Backup multiplexing constraint: if I(i, p̄),( j,r̄ ) is one, then only one of the restora-
tion paths can use a wavelength λ on a link l as a backup, since the primary paths
share link(s) on their route(

νi,pε
i,p
l ψ

i,p
λ + ν j,rε

j,r
l ψ

j,r
λ

)
I(i, p̄),( j,r̄ ) ≤ 1 (5.7)

1 ≤ i, j ≤ N (N − 1), 1 ≤ p, p̄, r, r̄ ≤ K W
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Constraint for topological diversity of primary and backup paths: primary and
restoration paths of a given demand should be node- and link-disjoint

W∑
p=1

δi,p =
K W∑

r=W+1

νi,r (5.8)

K W∑
p=W+1

δi,p =
W∑

r=1

νi,r (5.9)

Demand constraints for each node-pair:

K W∑
p=1

δi,p = di 1 ≤ i ≤ N (N − 1) (5.10)

K W∑
r=1

νi,r = di 1 ≤ i ≤ N (N − 1) (5.11)

The ILP can be used in different phases of network operation by appropriately
setting the Cw value. For example, in the initial call setup phase, all χ i,p values
are zero as there are no working connections. Hence the third term in Eq. (5.1)
is zero. The higher the value of Cw is, the better the guarantee that primary paths
of the working connections will remain unaffected. In the short-/medium-term
reconfiguration phase, the cost of Cw is typically set very high for the primary paths
of the working connections. A high value of Cw does not guarantee that the primary
path will not be rerouted in the final solution. In order to avoid disruption to primary
paths of working connections, the capacity consumed should be removed and the
backup capacity consumption should be optimized. In the long-term reconfiguration
phase, an intermediate value of Cw is chosen to capture the tradeoff between possibly
disrupting all connections and avoid disrupting any connection.

5.4 Revenue maximization: problem formulation

Objective: the objective function in a revenue maximization problem is to maximize
the revenue. Each demand translates into a primary path and a backup path for full
protection classes; only a primary path for no protection classes and either only the
primary or both the primary and the backup path for the best-effort class, depending
on the capacity available. The first term in Eq. (5.12) denotes the revenue generated
by primary paths, and the second term denotes the revenue from backup paths. The
last term indicates that if a currently working connection (χ i,p = 1) is reassigned
in the final solution (δi,p = 0), then the objective value is penalized by subtracting
a cost Cw from it.
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Maximize

N (N−1)∑
i=1

K W∑
p=1

δi,pCND +
N (N−1)∑

i=1

K W∑
p=1

νi,pCD −
N (N−1)∑

i=1

K W∑
p=1

χ i,p(1− δi,p)Cw (5.12)

The constraints (5.2)–(5.7) in Section 5.3 all apply for Eq. (5.12). The new
constraints for this revenue maximization problem are as follows.

Constraint for topological diversity of primary and backup paths:

W∑
p=1

δi,p =
K W∑

r=W+1

νi,r 1 ≤ i ≤ N (N − 1) (5.13)

K W∑
p=W+1

δi,p =
W∑

r=1

νi,r 1 ≤ i ≤ N (N − 1) (5.14)

Demand constraints for each node-pair: only one of the service classes described
below is active in the formulation. To solve the combined problem for all classes,
a different procedure can be adopted, as explained in Section 5.5.

� Full protection: every demand is assigned a primary and a backup path. The number of
full protection demands for node, pair i is denoted by di1,

K W∑
p=1

δi,p = di1 1 ≤ i ≤ N (N − 1) (5.15)

K W∑
r=1

νi,r = di1 1 ≤ i ≤ N (N − 1) (5.16)

� No protection: every demand is assigned only a primary path. The number of no protection
demands for node-pair i is denoted by di2,

K W∑
p=1

δi,p = di2 1 ≤ i ≤ N (N − 1) (5.17)

K W∑
r=1

νi,r = 0 1 ≤ i ≤ N (N − 1) (5.18)

� Best-effort protection (i): only one variation of the best-effort service class can be used
in the formulation. This assumption holds when the problem is solved for all classes.
Every demand is assigned a primary path. A backup path is assigned if resources are
available.
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The number of best-effort demands for node-pair i is denoted by di3,

K W∑
p=1

δi,p = di3 1 ≤ i ≤ N (N − 1) (5.19)

K W∑
r=1

νi,r ≤ di3 1 ≤ i ≤ N (N − 1) (5.20)

� Best-effort protection (ii): accept as many demands as possible with or without backup.
The number of best-effort demands for node-pair i is denoted by di3,

K W∑
p=1

δi,p ≤ di3 1 ≤ i ≤ N (N − 1) (5.21)

K W∑
r=1

νi,r ≤ di3 1 ≤ i ≤ N (N − 1) (5.22)

Best-effort class constraints: these constraints are used only when the best-
effort class demands are being solved. For best-effort variation 2 class demands
(Eqs. 5.21 and 5.22), no backups are admitted without a primary (i.e. for every
node-pair, the number of primaries accepted is equal to or greater than the backups).
This constraint is required to ensure that when best-effort variation 2 class demands
are admitted, the ILP does not admit more backups than primaries. The topological
diversity constraint has to be modified while solving for best-effort class demands.
This is because all primaries need not be accepted with backups. Both of these
constraints can be stated together as follows:

W∑
p=1

δi,p ≥
K W∑

r=W+1

νi,r 1 ≤ i ≤ N (N − 1) (5.23)

K W∑
p=W+1

δi,p ≥
W∑

r=1

νi,r 1 ≤ i ≤ N (N − 1) (5.24)

In Eq. (5.12), the last term indicates that if a currently working connection
(χ i,p = 1) is reassigned in the final solution (δi,p = 0), then the cost Cw is subtracted
from the objective function. Since the objective function is to maximize revenue,
it ensures that service is not disrupted unless revenue can be increased. The choice
of Cw offers flexibility to the network provider. Although the network would like
to avoid service disruption to all connections, there may be customers who are
willing to pay more and do not wish to be disturbed. This can be accommodated
by modifying Cw to be path specific (ci,p

w ) and setting a higher cost for disrupting
such connections.

Complexity issues. The number of variables δi,p and νi,p grow rapidly with net-
work size. This effect is more pronounced with an increase in the number of
wavelengths. For a network of size N = 14, W = 32 and K = 2, there are
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K × W = 2× 32 instances of each variable for every node-pair. Since there are
N × (N − 1) = 182 node-pairs, this results in 11 648 δi,p variables and 11 648 νi,p

variables. The number of equations will be roughly 125 million (11 6482). Thus,
the problem is complex even for small networks.

A smarter solution would be to consider only variables that are relevant to the
problem at hand. This implies that variables that have a zero value are removed.
If a node-pair does not have any demands to be routed between them, then all the
variables relating to that node-pair are removed.

Thus, for every node-pair that does not have demands to be routed between them,
a reduction of K W = 2× 32 instances of each variable can be obtained. Thus, if
only 10 node-pairs have demands to be routed between them, one needs to deal
with only 13202 instead of 11 6482 equations.

Additional reductions are possible by considering only links that affect the spe-
cific instance of demands to be provisioned. For each link not considered, a further
reduction of 2482 equations can be obtained. The above discussions suggest that it
is necessary to carefully enumerate the constraints.

5.4.1 Demand normalization technique

Another procedure that results in significant problem size reductions is the demand
normalization technique. Since all demands between every node-pair source and
sink at the same nodes, there is no need to distinguish between each of those
requests.

To reduce the solution space, each set of requests between every demand pair
is treated as one entity. Since the whole network should have a consistent view of
each entity, the demand sets are normalized by finding the greatest common divisor
for all the demand requests, and then dividing each demand set by that factor. The
capacity on all links is also normalized. This results in a scaled-down version of
the original problem which is less difficult to solve.

Since the capacity on each link is normalized, the number of wavelengths W
reduces by a factor of m, where m is the greatest common divisor of the demand
sets. Considering the network with N = 14, W = 32 and K = 2, if m is say 2, the
number of variables reduces by a factor of 2, resulting in a reduction in the number
of equations to 6602 equations, which is an O(1/m2) reduction. This technique can
yield considerable reductions if m is comparable to W . An appropriate procedure
that can be adopted here is to adjust demand requests to obtain a value of m
comparable to W , with the resulting solution adjusted accordingly.

5.5 Solution methodology

This section describes the solution methodology for solving the revenue maximiza-
tion problem for all classes of demands.
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Multi-stage approach. As expected, the number of variables grows rapidly with
the network size. A multi-stage solution methodology needs to be evolved to solve
the combined problem for all classes of demands. At each stage, the problem is
solved for one of the classes, and the result is used in successive stages.

Stage 1: in the first stage, the problem is solved for the primary paths of full
protection and no protection classes. The following modified maximization problem
is solved at this stage.

Maximize

N (N−1)∑
i=1

K W∑
p=1

δi,pCND (5.25)

Demand constraint:

K W∑
p=1

δi,p = di1 + di2 1 ≤ i ≤ N (N − 1) (5.26)

Link capacity constraint:

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ≤ W 1 ≤ l ≤ L (5.27)

The solution to the above ILP is a set of primary paths (chosen paths will have
δi,p = 1). For the next stage, for every δi,p = 1 in the Stage 1 solution, the corre-
sponding χ i,p variables are set to 1 in Stage 2. Thus, the solution from Stage 1 is
fed to Stage 2 as working primary paths.

Stage 2: in this stage, the original problem presented in Section 5.4 is solved.
The demand constraints for the full protection class (Eqs. 5.15 and 5.16), the no
protection class (Eqs. 5.17 and 5.18) and the best-effort variation 2 class (Eqs. 5.21
and 5.22) are modified as follows:

K W∑
p=1

δi,p ≥ di1 + di2 1 ≤ i ≤ N (N − 1) (5.28)

K W∑
p=1

δi,p ≤ di1 + di2 + di3 1 ≤ i ≤ N (N − 1) (5.29)

K W∑
r=1

νi,r ≥ di1 1 ≤ i ≤ N (N − 1) (5.30)

K W∑
r=1

νi,r ≤ di1 + di3 1 ≤ i ≤ N (N − 1) (5.31)
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There is no distinction between demands from different service classes for a given
node-pair i . The results of the ILP are interpreted as follows. The first di1 + di2, δi,p

variables which are set to 1, are considered to be the primary paths for the full and
no protection classes. Any feasible solution to the ILP has to satisfy this constraint.
Similarly, the first di1, νi,r variables which are set to 1, are considered to be the
backup paths for the full protection class. Equation (5.30) ensures that the backup
paths for the full protection class demands are chosen in this stage. Any excess
primary and backup variables are considered to belong to the best-effort class.

Effect of Cw: the effect of the solution depends on the value of Cw, the higher the
value is, the greater the guarantee that the path will remain unaffected. A high value
of Cw does not guarantee that the primary path will not be rerouted. Typically, this
value is set to be some β = 3, 4 times the cost of primary paths. This implies that
the increase in the objective value for choosing β primary paths is lost by disrupting
one existing path.

Complexity: this section presents some insights into a possible reduction in com-
plexity at each stage of the multi-stage solution methodology. To understand the
reduction in complexity at each stage, first examine Stage 1 of the solution. Since
the interest is only in the primary paths for the full protection and no protection
class in Stage 1 (backups are chosen in Stage 2 of the solution), this approach
results in a direct reduction in the complexity because νi,p variables do not need
to be considered in the formulation. Stage 2 complexity depends on the value of
Cw. The higher the value of Cw is, the better the guarantee that the path will re-
main unaffected in the final solution. Since Stage 2 starts with an initial solution,
there may be a decrease in the number of combinations that need to be explored.
Hence a faster solution can be obtained. However, a higher value of Cw does not
guarantee that the solution is faster because the ILP can choose to reroute any or
all of the existing connections in an attempt to maximize the objective function.
Although the worst case complexity of Stage 2 is the same as that of solving the com-
bined problem for all classes of demands, typically the solution is obtained much
faster.

5.6 Performance evaluation

The combined routing and wavelength assignment problem is known to be NP-
complete, and the problems addressed here are expected to be NP-complete. As a
result, these formulations are not easily adaptable for real-time reconfiguration
in larger and more practical networks, even when the techniques discussed in
Section 5.4 for problem size reduction are also employed. Several heuristics and
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Table 5.1. Static optimization stage

Node-pair SRC–DST Alternate routes Primary paths Backup paths

1 1–2 1 2 λ1, λ2, λ3, λ4, λ5 –
1 3 2 – λ1, λ2, λ3, λ4, λ5

27 3–1 3 1 λ1, λ2, λ3, λ4, λ5 –
3 2 1 – λ1, λ2, λ3, λ4, λ5

110 9–6 9 4 5 6 λ1, λ2, λ4, λ8, λ9 –
9 12 13 6 – λ1, λ2, λ4, λ8, λ9

142 11–13 11 6 13 λ1, λ2, λ4, λ8, λ9 –
11 10 12 13 – λ1, λ2, λ4, λ8, λ9

167 13–11 13 6 11 – λ1, λ2, λ4, λ8, λ9
13 12 10 11 λ1, λ2, λ4, λ8, λ9 –

decomposition techniques have been explored to significantly reduce the compu-
tational complexity of the original problem [36, 42, 52, 188, 284].

A performance evaluation study to analyze the behavior of ILP formulation
is studied on a 14-node 21-link NSFnet topology with one fiber per link and 10
wavelengths per fiber. To compare the increase in revenue using the two variations
of the best-effort class, results are obtained for various demand sets on the NSFnet
topology and the 20-node 32-link ARPANET topology. In an N -node system, nodes
are numbered from 1 to N , and the number of a node-pair (i, j) is obtained using
the following formula:

node-pair number =
{

(N − 1)× (i − 1)+ j if j < i
(N − 1)× (i − 1)+ ( j − 1) if j > i

(5.32)

5.6.1 Capacity minimization

Initial call setup: for a small experiment, a set of 25 demands distributed uniformly
across only five node-pairs, as shown in Table 5.1, are considered (the source
and destination nodes are represented by SRC and DST, respectively). In the static
optimization stage, there are no current working connections and hence the demand
matrix is provisioned by providing a primary and backup path for each demand.
The resulting routing and wavelength assignments are shown in Table 5.1. The
objective value for the ILP is 95.

Long-term reconfiguration: to understand the working of the ILP for long-term
reconfiguration, the traffic in Table 5.1 was changed. An example of existing traffic
is depicted in Table 5.2. The node-pairs, their alternate routes, and their currently
existing primary and backup working paths are shown in Table 5.2. The ILP has
to avoid service disruption to the primary paths of the working connections. These
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Table 5.2. Long-term reconfiguration stage

Node-pair Alternate routes Primary paths of working connections (wavelengths)

1 1 2 λ1, λ2
1 3 2

27 3 1 λ1, λ2, λ3
3 2 1

110 9 4 5 6 λ7, λ8
9 12 13 6 λ5

167 13 6 11
13 12 10 11 λ3

32 3 6 5 7 λ1, λ2
3 2 8 7

Table 5.3. Long-term reconfiguration stage

Node-pair Alternate routes Primary paths of working connections (wavelengths)

1 1 2 λ1, λ2
1 3 2 λ5*

27 3 1 λ1, λ2, λ3
3 2 1 *λ1, λ2*

110 9 4 5 6 λ7, λ8
9 12 13 6 λ5

167 13 6 11 λ5*, λ8*, λ10*
13 12 10 11 λ3

32 3 6 5 7 λ1, λ2
3 2 8 7 *λ3, λ4

paths are input to the formulation through the χ i,p variable. The currently working
connections are deliberately chosen to demonstrate the operation and selection of
the ILP.

Node-pairs 1, 32, 110, and 167 require five connections each and node-pair 27
requires six connections. The total number of connections requested between each
node-pair includes those which are currently working.

The ILP is solved for node-pairs shown in Table 5.2 with Cl = 1 and Cw = 4.
The effect of the solution depends on the value of Cw, the higher the value is, the
better the guarantee that the working paths remain unaffected. The value of Cw is
set to be β times the cost of primary paths, CND. The value of β is typically set to
3 or 4. For every connection that is disturbed, the objective value is penalized by a
factor of Cw.

The connections that are disturbed are denoted in Table 5.3 and are marked by
an asterisk (∗). The resulting route and wavelength assignments for the demands
are shown in Table 5.4. The objective value for the ILP is 53.
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Table 5.4. Route and wavelength assignment

Node-pair Alternate routes Primaries Backups

1 1 2 λ1, λ2, λ3, λ6, λ10 –
1 3 2 – λ1, λ2, λ3, λ6, λ10

27 3 1 λ1, λ2, λ3, λ6, λ10 λ9
3 2 1 λ9 λ1, λ2, λ3, λ6, λ10

110 9 4 5 6 λ3, λ6, λ7, λ8 λ5
9 12 13 6 λ5 λ3, λ6, λ7, λ8

167 13 6 11 – λ3, λ6, λ7, λ8, λ10
13 12 10 11 λ1λ3, λ6, λ7, λ8 –

32 3 6 5 7 λ1, λ2, λ3, λ10 λ4
3 2 8 7 λ4 λ1, λ2, λ3, λ10

The connections that are disturbed are the ones which use links where backups
can be multiplexed. To understand this better, take the case of node-pairs 1 and 27.
They share a link (3–2) on one of their routes. Since both the node-pairs have at least
one disjoint route, the routes corresponding to link 3–2 can be used for multiplexing
the backup paths. Thus the primary paths of connections using wavelength λ5 on
route 1–3–2, and λ1, λ2 on route 3–2–1, are reassigned to routes 1–2 and 3–1,
respectively.

Recall that in the short-/medium-term reconfiguration stage, the goal is to op-
timize resource consumption for backup paths. The higher the value of Cw is, the
better the guarantee that primary paths of the working connections remain unaf-
fected. In the short-/medium-term reconfiguration phase, the cost of Cw is typically
set very high for the primary paths of the working connections. A high value of
Cw, however, does not guarantee that the primary path will not be rerouted in the
final solution. Hence to avoid disruption to the primary paths of working connec-
tions, the capacity consumed by them may be removed and the backup capacity
consumption can be optimized.

5.6.2 Revenue maximization

To show the performance for the revenue maximization formulation, it is necessary
to have a revenue relationship between a primary path and a backup path to be
able to trade between them. Consider the following cost relationship between the
primary and backup paths: CD = αCND, 0 ≤ α ≤ 1. The total revenue is calculated
as total number of primaries×CND + total number of backups× α×CD cost units
(cu). The network relies on the best-effort class to increase revenue. The increase
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Table 5.5. Increase in revenue for the two variations of the best-effort
class (NSFnet) for α = 1

α = 1

Best-effort 1 Best-effort 2

Primary Backups Primary Backups Rejected
Demand
pairs

12 12 8 12 8 0
20 20 16 20 16 0
24 24 12 21 18 3
32 32 20 28 27 4
36 36 22 33 28 3
44 44 30 41 36 3
48 48 32 44 39 4

Table 5.6. Increase in revenue for the two variations of the best-effort
class (NSFnet) for α = 0.5

α = 0.5

Best-effort 1 Best-effort 2

Primary Backups Primary Backups Rejected
Demand
pairs

12 12 8 12 8 0
20 20 16 20 16 0
24 24 12 21 18 3
32 32 20 29 26 3
36 36 22 33 28 3
44 44 30 41 36 3
48 48 32 46 36 2

in revenue obtained by the two variations of the best-effort class with a base case
are compared with accepting all connections without any protection.

For CND = 500 cu and for two values of α (1 and 0.5), the results for various
demand sets on NSFnet and ARPANET topologies are shown in Tables 5.5 and
5.6, and 5.7 and 5.8, respectively. For particular instances of demands, best-effort
variation 1 results in a 67% gain in revenue and variation 2 achieves an additional
6% gain, for α = 1. The cases are compared to the revenue generated by accepting
all demands without protection number of primaries×CND. For example, consider
the case of 48 demands for α = 1 in Table 5.5. The base case where all demands
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Table 5.7. Increase in revenue for the two variations of the best-effort
class (ARPANET) for α = 1

α = 1

Best-effort 1 Best-effort 2

Primary Backups Primary Backups Rejected
Demand
pairs

12 12 8 12 8 0
20 20 16 18 18 2
24 24 12 20 20 4
32 32 20 28 28 4
36 36 20 32 28 4
44 44 28 40 37 4
48 48 24 40 40 8

Table 5.8. Increase in revenue for the two variations of the best-effort
class (ARPANET) for α = 0.5

α = 0.5

Best-effort 1 Best-effort 2

Primary Backups Primary Backups Rejected
Demand
pairs

12 12 8 12 8 0
20 20 16 20 16 0
24 24 12 20 20 4
32 32 20 28 28 4
36 36 20 32 28 4
44 44 28 41 34 3
48 48 24 41 38 7

are accepted without any protection results in 48× CND = 24 000 cu. The total
revenue for variation 1 is 48× CND + 32× CD = 40 000 cu, which is a 66.7% gain.
The revenue for variation 2 is 44× CND + 39× CD = 41 500 cu, which is a 72.9%
gain. Although both schemes employ backup multiplexing, the first variation has no
choice but to choose all the primary paths and then try to accommodate backups, and
so it is restricted. The second variation exploits the backup resource consumption
better by effectively multiplexing more connections on the same wavelength, thus
accepting more connections and resulting in slightly better revenues.

The multi-stage solution methodology is demonstrated on the NSFnet topology.
A demand set comprising 48 demands with 12 demands in full protection class,
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Table 5.9. Solution at the end of the third stage

Node-pair Class 1 Class 2 Class 3 Primary paths Backup paths

1 3 3 6 10 10
2 3 3 6 11 10
3 3 3 6 12 8
4 3 3 6 12 8

45 36

12 demands in no protection class, and 24 demands in best-effort class, distributed
uniformly across four node-pairs, needs to be set up. The cost values used are
CND = 500, CD = 500(α = 1), and Cw = 500(β = 1).

In the first stage, the problem is solved for full protection demands. It is assumed
that there are no currently working connections. Thus, the value of χ i,p for all the
node-pairs is zero. The ILP determines a feasible solution, which is a set of paths
with a route and a wavelength associated with each of them for all the 12 demands in
the full protection class. This set of paths is fed into the second stage by setting the
associated χ i,p variables to 1. The problem is then solved for the full protection and
no protection classes. The 12 paths chosen for the full protection class are assumed
to be working paths in the second stage. The ILP assigns primary paths for all full
protection and no protection demands. The objective value for the example turns
out to be 11 500.

Although the objective value is of no relevance as long as the number of primary
and backups selected is known, it is interesting to note how the ILP handles service
disruption. Since the ILP determines a feasible solution for all the full protection
and no protection demands, the objective value is expected to be 12 000, but the
value obtained is 11 500 (24× CND − 1× Cw). This is due to the fact that one of
the primary paths for the full protection demand is reassigned. The objective value
incurred a penalty for disturbing the connection. Thus, by appropriately choosing
Cw, as explained in Section 5.5, the formulation can be used to try and avoid service
disruptions to existing connections in the network.

The set of primary paths is then fed to the third stage. The third stage solves the
problem for all classes. The value of Cw is set to 1500 (β = 3). As explained in
Section 5.5, Eq. (5.24) ensures that backups for all demands of the full protection
class are chosen. The final solution at the end of the third stage is shown in Table 5.9.
The demands rejected are those belonging to the best-effort class. The total revenue
generated for provisioning the complete demand set for all classes is 45×CND +
36×CD = 58 500 cu.
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Managing large networks

Several methods discussed for joint working and spare capacity planning in surviv-
able WDM networks in the last chapter considered a static traffic demand and opti-
mized the network cost assuming various cost models and survivability paradigms.
The focus here lies in network operation under dynamic traffic. The common frame-
work that captures the various operational phases in a survivable WDM network in
a single ILP optimization problem avoids service disruption to the existing connec-
tions. However, the complexity of the optimization problem makes the formulation
applicable only for network provisioning and offline reconfigurations. The direct
use of this method for online reconfiguration remains limited to small networks
with a few tens of wavelengths.

6.1 Online algorithm

The goal here is to develop an algorithm for fast online reconfiguration using a
heuristic algorithm based on an LP relaxation technique. Since the ILP variables
are relaxed, a way is needed to derive a feasible solution from the solution of
the relaxed problem. The algorithm consists of two steps. In the first step, the
network topology is processed based on the demand set to be provisioned. This
preprocessing step ensures that the LP yields a feasible solution. The preprocessing
step is based on (i) the assumption that in a network, two routes between any given
node-pair are generally sufficient to provide effective fault tolerance, and (ii) an
observation on the working of the ILP for such networks. In the second step, using
the processed topology as input, the LP is solved. It is interesting to obtain some
insights into why the LP formulation may yield a feasible solution to the ILP. This
allows the use of the algorithm on realistic sized backbone networks with hundreds
of wavelengths per link. The results in this chapter indicate that the run time of
the heuristic algorithm is short enough (of the order of seconds) to use for online
reconfiguration.

102
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6.1.1 Relaxation methods

LP relaxation of the ILP formulation is one of the most widely used relaxation
techniques. In this technique, the integrality constraints of the ILP variables are
relaxed. After a solution has been obtained the values of the variables are converted
to integers using a heuristic approach. The expectation is that the rounded LP
solution will give a value close to that of the optimal solution obtained from ILP.

In [36], the lagrangian relaxation method is used to simplify the integer problem
into subproblems for each demand. Since a solution to a relaxed problem may not
necessarily be a feasible solution to the original problem, heuristics are employed
to extract a feasible solution. In [237], LP relaxation technique is used to derive an
upper bound on the carried traffic of connections for any routing and wavelength
assignment algorithm. In [52], a randomized rounding technique has been used to
convert fractional flows provided by the LP solution to integer flows, and graph
coloring algorithms are used to assign wavelengths to the lightpaths. The problem
of minimizing the total wavelength mileage, in a network with arbitrary topology, to
provide shared line protection has been used in [17]. In [16], an efficient approach
for solving the wavelength mileage problem is developed. The algorithm provides
a feasible solution, with minimal violation of the design constraints, and a pruning
technique of the search space to reduce the problem complexity.

To develop a fast online reconfiguration algorithm, a heuristic algorithm based on
the LP relaxation technique is developed in this chapter. The algorithm consists of
two steps. In the first step, the network topology is processed based on the demand
set to be provisioned. This preprocessing step is done to ensure that the LP yields a
feasible solution. The preprocessing step in the algorithm is based on the following
two assumptions.

� In a network, two routes between any given node-pair are sufficient to provide effective
fault tolerance.

� An observation on the working of the ILP for such networks.

In the second step, using the processed topology as input, the problem is formu-
lated as an LP and solved. Interestingly, the LP relaxation heuristic yields feasible
solutions to the ILP in most cases.

6.1.2 Preprocessing step

The purpose of preprocessing is to ensure that the LP yields a feasible solution. The
ILP in the formulation decides one of the routes out of the two available to be used
for the primary for each node-pair and the other route is used for the backup. Since
paths between each node-pair are predetermined, the demands can be classified
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into one of two categories: (i) if two node-pairs have common links on both of
their routes, their backups cannot be multiplexed on the same wavelengths (as they
violate the criteria for backup multiplexing) and (ii) if there are two node-pairs
and at least one route for each of them is node- and link-disjoint with the other,
then backup paths of demands belonging to these node-pairs may or may not be
multiplexed depending on the specific instance of traffic that is contending for
resources. The following definitions are used.

� A node-pair i is of type 1 on a particular route if it has been assigned exactly the same
number of wavelengths as the number of demands on its route.

� A node-pair is of type 2 if it has been assigned more wavelengths than its demand requires.

The preprocessing consists of the following steps.

(i) Identify the bottleneck link for each node-pair as follows.
(a) The bottleneck link for a node-pair i (Bl[i]) is defined as that link on either of its

two routes, which is part of the routes of most other node-pairs.
(b) If multiple links have the same value, the tie can be arbitrarily broken.

(ii) Pre-wavelength set assignment.
(a) Arbitrarily choose a node-pair i .
(b) Assign di wavelengths on both of its routes. To satisfy di demands, a node-pair

needs di wavelengths on each of its routes for its primary and backup paths. In this
case, node-pair i is of type 1 on both of its routes.

(c) For every node-pair j using Bl[i].
1. One route of node-pairs i and j already share a common link Bl[i]. Without loss

of generality, let this be route 1 for both node-pairs. Now, if route 2 of node-pair
j is link-disjoint with route 2 of node-pair i , then assign di + d j wavelengths for
j on route 1, out of which di wavelengths are shared with i . j is of type 2 on its
route 1. On the other route of node-pair j , it is assigned exactly d j wavelengths
( j is of type 1 on its route 2).

2. If node-pairs j and i share link(s) on their other route (route 2), then node-pair j
is assigned d j wavelengths, disjoint to those assigned to i , on both of its routes.
In this case, node-pair j is type 1 on both of its routes.

3. Repeat the procedure for all node-pairs j using Bl[i], comparing with every type
1 node-pair available on the link. These rules are enforced to handle problems
arising as a result of the relaxation. This is explained in detail in Section 6.3.
A. A type 2 node-pair can share wavelengths with only one type 1 node-pair on

a link.
B. Every type 1 node-pair can have exactly one type 2 pair sharing wavelengths

with it. If more than one such type 2 pair exists on the link, for every type 1,
then the demands belonging to those node-pairs are removed. The problem
is solved for only one set of interacting demands at a time.

4. Once step ii.c is completed, node-pairs which have been assigned wavelengths
are marked.
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d2

d1

8

d3

Pair Route 1 Route 2

(1, 4) 1–2–3–4 1–5–8–7–4

(2, 10) 2–6–8–10

(1, 3) 1–2–3 1–5–8–7–4–3

2–1–5–8–7–9–10

Fig. 6.1. An illustrative example to demonstrate the preprocessing step c© IEEE.
Source: M. Sridharan, M. V. Salapaka, and A. K. Somani, A practical approach to
operating survivable WDM networks, in IEEE Journal of Selected Areas in Com-
munications: Special Issue on WDM-based Network Architectures, 2002 [188].

5. Arbitrarily choose one of the node-pairs that has been marked, and repeat step
ii.c on its bottleneck link.

6. Repeat step ii.c.5 for all marked pairs on link Bl[i].
7. Repeat step (ii) and terminate when all node-pairs that have non-zero demands

are marked.

The preprocessing step identifies possible routes for backup multiplexing de-
mands belonging to different node-pairs. Each node-pair is assigned a set of wave-
lengths based on a set of rules (ii.c.3.A and ii.c.3.B above). It is to be noted that
the preprocessing step merely assigns a set of wavelengths to each node-pair and
the actual routing and wavelength assignment is performed by the LP formulation
as developed in Section 6.3.

6.2 Example

Consider an example network shown in Fig. 6.1(a). The node-pairs of interest and
the alternate routes between them are shown in Fig. 6.1(c). Let d1, d2 and d3 be
the demand request for each pair 1, 2 and 3, respectively. The links that are of
interest are those where more demands belonging to different node-pairs inter-
act. In this example, links 5 → 8 and 8 → 7 fall into that category. An arbitrary
link 5 → 8 is chosen for demonstration. Each node-pair is assigned a set of
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wavelengths. This allocation does not affect the actual routing and wavelength as-
signment to be performed by the LP formulation. For a node-pair, as long as enough
wavelengths (capacity) are allocated to meet the demands, it does not matter what
range of wavelengths was assigned to it.

Examining link 5 → 8, node-pair 3 is chosen arbitrarily and wavelength d3 is
assigned on both of its routes. Node-pair 3 is of type 1 on both of its routes. Node-
pairs 1 and 3 are arbitrarily chosen and have common links on both of their routes,
and hence they cannot be backup multiplexed with each other. This implies that
disjoint wavelength sets are needed for these two link-sharing pairs. Node-pair 1 is
assigned d1 wavelengths (d3 + 1 to min(d3 + d1, W )) on both of its routes. Starting
from node-pair 1 also gives type 1 on both of its routes. Since node-pair 2 has at least
one route (its route 1) that is disjoint from the possible routes of both the other node-
pairs, the potential for backup multiplexing exists, and wavelengths may be shared
with either of the type 1 pairs available. Arbitrarily choose to share with node-pair 1,
since a contiguous set of wavelengths can be assigned. The order of wavelengths can
be easily rearranged such that contiguous sets of wavelengths can be allocated to
type 2 and 1 node-pairs, which need to share the same set of wavelengths. Node-pair
2 is assigned wavelengths numbered from d3 + 1 to min(d3 + d1 + d2, W ) on its
route 2 and d2 wavelengths on its route 1. Hence, node-pair 2 is of type 2 on its route
2, as it shares wavelengths with a type 1 node-pair 1, and is of type 1 on its route 1.
It is assumed here that the LP solves a demand matrix that is feasible for the ILP.

6.3 LP formulation

The LP relaxation of the ILP formulation presented earlier in Section 5.3 is given
below. In the formulation lmin[i, r ] and lmax[i, r ] denote the range of wavelengths
assigned for node-pair i on routes r = 1, 2.

Minimize

N (N−1)∑
i=1

lmax[i,1]∑
p=lmin[i,1]

δi,p
L∑

l=1

ε
i,p
l Cl

+
N (N−1)∑

i=1

lmax[i,2]∑
p=lmin[i,2]

δi,p
L∑

l=1

ε
i,p
l Cl +

L∑
l=1

W∑
λ=1

(−1× gl,λ)Cl

+
N (N−1)∑

i=1

lmax[i,1]∑
p=lmin[i,1]

χ i,p(1− δi,p)Cw

+
N (N−1)∑

i=1

lmax[i,2]∑
p=lmin[i,2]

χ i,p(1− δi,p)Cw (6.1)
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Demand constraints for each node-pair:

lmax[i,1]∑
p=lmin[i,1]

δi,p +
lmax[i,2]∑

q=lmin[i,2]

δi,q = di (6.2)

1 ≤ i ≤ N (N − 1)
lmax[i,1]∑

p=lmin[i,1]

νi,p +
lmax[i,2]∑

q=lmin[i,2]

νi,q = di (6.3)

1 ≤ i ≤ N (N − 1)

Restoration path wavelength usage indicator constraint:

Xl,λ =
N (N−1)∑

i=1

K W∑
r=1

νi,rε
i,r
l ψ

i,r
λ

(6.4)

2gl,λ = Xl,λ (6.5)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

0 ≤ gl,λ ≤ 1, Xl,λ ≥ 0, 0 ≤ δi,p, νi,p ≤ 1

Primary path wavelength usage constraints:

N (N−1)∑
i=1

lmax[i,1]∑
p=lmin[i,1]

δi,pε
i,p
l ψ

i,p
λ

+
N (N−1)∑

i=1

lmax[i,2]∑
q=lmin[i,2]

δi,qε
i,q
l ψ

i,q
λ + gl,λ ≤ 1 (6.6)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

Constraint to ensure that a type 2 primary never clashes with type 1 backups: for
type 2 demands on a link l, the following constraint applies. Node-pair j belongs
to type 1. Node-pair i belongs to type 2, which shares wavelengths with node-pair
j . p, r are those paths on the node-pair routes that use Bl[i],

ν j,r + δi,p ≤ 1. (6.7)

6.3.1 Feasibility of solution

The LP yields a feasible solution based on the following observation that also
provides a basis for further argument. For a given node-pair, the LP formulation
has a different cost associated with the primary and backup variables. Also the cost
incurred depends only on the route on which the path for the variable is present.
For a given node-pair, if all the LP constraints are being met, the LP prefers to route
the primary variable of a demand on the route that incurs a lower cost. Also as long
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as the constraints are being met, the LP allocates all primaries on the same route.
The same reasoning holds for the backup variables. Thus it can be expected that
the primary variables δi,p for a particular node-pair i take non-zero values only on
one route. The same is expected of the backup variables. This observation is stated
more formally as follows.

Observation 1. The LP has a tendency to group the weights of the variables δi,p

and νi,p for any given i . As a result, for any i , r, and lmin[i, r ] ≤ p ≤ lmax[i, r ],
either all δi,p variables have non-zero assignments or all νi,p variables have non-zero
assignments.

Based on Observation 1, the following insights into why the LP formulation
yields a feasible solution for the ILP is obtained. These claims elucidate the oper-
ation of a heuristic based on LP relaxation.

Claim 1. The LP solution guarantees integer (binary) assignments for all type 1
variables.

Indeed, consider Eqs. (6.2) and (6.3). They are of the form A + B = di and
C + D = di . Terms A, C represent variables on one route and B, D represent
variables on the other route. Based on Observation 1, either A or C is zero. Without
loss of generality, let the term C = 0. This would force D = di and hence B = 0.
Thus A = di and D = di . Recall that for type 1 variables, lmax[i, r ]− lmin[i, r ] =
di . Since 0 ≤ δi,p, νi,p ≤ 1, all the variables in terms A (primary variables) and D
(backup variables) are forced to be assigned 1 and all the variables in the other
terms are zero.

Claim 2. The LP solution guarantees integer (binary) assignments for all type 2
δ variables.

The above claim follows from the following argument. Let node-pair i be of
type 1 and node-pair j be of type 2. All variables, primary and backup of node-pair
i , are guaranteed to be binary (Claim 1). Equations (5.2) and (5.3) are of the form
A + B = d j and C + D = d j . Terms A, C represent variables on one route and
B, D represent variables on the other route.

Without loss of generality, let the term A = 0. This would force B = d j , D = 0
and C = d j . Recall that for type 2 variables, lmax[i, r ]− lmin[i, r ] = d j on one of
its routes and lmax[i, r ]− lmin[i, r ] = di + d j on its other route. Let B represent
variables on a route where di + d j has been assigned. di out of di + d j belong to
type 1 variables and are guaranteed to be 1. Equations (6.6) and (6.7) ensure that
di out of the di + d j variables cannot be used and hence force the remaining δ

variables in term B to be 1.
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A similar argument can be applied by letting B = 0. In this case A = di and
lmax[i, 1]− lmin[i, 1] = d j for A and hence the δ variables are forced to be 1.

A similar argument can also be applied for ν variables of type 2. When C = d j

and lmax[i, 1]− lmin[i, 1] = d j for that route and ν variables in C are forced to be
1. Suppose that if D = d j and lmax[i, 2]− lmin[i, 2] = di + d j , then there are two
cases. If di are primaries, then Eq. (6.7) forces the variables in D to be 1. However,
if di are backups, then di + d j variables and d j capacity is needed to be filled. In
this particular case the assignments may be fractional. This case is still acceptable
because these violations occur only when type 1 and 2 backups share the link on
the route. Since backup multiplexing is allowed, it is possible to reclaim resources
by adjusting the fractional flows of type 2 to be 1 and make it coincide with the
backups of type 1.

In the ILP formulation, gl,λ takes a value of one or zero. To proceed with the LP
formulation, a method is needed to identify that a wavelength λ is being used as a
backup, otherwise Eq. (6.6) is violated and the primary and the backup path may
end up using the same wavelength on a link.

gl,λ needs to be appropriately modified for the LP and made to take a higher value
whenever a wavelength on a link is used for a backup. Recall rules 2.iii.A and 2.iii.B
in the heuristic algorithm that state that every type 1 node-pair can have exactly
one type 2 pair sharing wavelengths with it. If more than one such type 2 pair exists
on the link, for every type 1, then the demands belonging to those node-pairs are
removed. The problem is solved for only one set of interacting demands at a time
and the multi-step procedure for such a solution and its implications are discussed
in Section 6.4. Since only one type 2 demand is allowed to share wavelengths with
a type 1 demand, the value of Xl,λ, which counts the number of backup paths that
share a wavelengthλ on link l, can be either zero (if the path is not used for backup), 1
(one backup path), or 2 (if two paths share this link l and wavelength λ, as backup).
Equation (4.3) of the ILP is modified as shown in Eq. (6.5).

Since Xl,λ can take the values 0, 1, or 2 (enforced by rules 2.iii.A and 2.iii.B), gl,λ

in Eq. (5.5) can take the values 0, 0.5, or 1, respectively. In the ILP formulation, gl,λ

is guaranteed to be 1 or 0. In the LP formulation, this cannot be captured exactly.
Since gl,λ = 0.5 implies that only one backup path uses link l and wavelength λ,
gl,λ = 1 implies that two backup paths share link l and wavelength λ, the objective
function can be modified to make it favor cases when gl,λ = 1. This formulation
is not exact, since the cost of two backup paths sharing link l and wavelength λ

(gl,λ = 1) is the same as using two different wavelengths for backup (2gl,λ = 1).
The modified objective function is shown in Eq. (6.1). Equations (4.5) and (4.9),
representing the link capacity constraint and the backup multiplexing constraint of
the ILP, are no longer constraints in the LP formulation, as they are already ensured
in the preprocessing step.
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6.4 Solving for excess demands

As explained in the previous subsection, every type 1 node-pair can have exactly
one type 2 pair sharing wavelengths with it. If more than one such type 2 pair exists
on the link, for every type 1, then the demands belonging to those node-pairs are
removed. In such cases, the problem is solved for one set of interacting demands
at a time. A multi-stage approach is used for solving this problem. An approach
similar to that in Chapter 5 can be used. At each stage, one instance of the problem
is solved for one set of interacting demands, and the result is used in successive
stages. If the problems are solved independently, the resulting solution may be
infeasible, as the same path might be used by multiple primaries or backups. In
order to avoid infeasibility, the information concerning one stage is fed to the next
through the χ i,p variable. Typically, this variable is used to feed information con-
cerning existing paths to avoid service disruption. This aspect of the formulation is
exploited by feeding the solution of one stage to the next stage. The objective func-
tion is modified to include backups chosen during one stage to be fed to the next.
This feature is exploited only to make sure that assignments are binary. However,
there may be a penalty for this type of solution, first because the problem is solved
sequentially and is not shown the full solution space, the result may be subopti-
mal. Secondly, depending on the solution from one stage, some demands may be
blocked.

The above methodology is applied to a 14-node 21-link NSFnet topology and
the 20-node 32-link ARPANET topology.

The complexity of the optimization problem makes the ILP solution intractable
for large problem instances. This effect is sometimes seen for small problem in-
stances. The solution obtained and the resulting relaxation are depicted in the fol-
lowing sections.

6.5 Quality of the LP heuristic algorithm

Consider the node-pairs and their two alternate routes shown in Table 6.1 to see
the effect of the LP relaxation heuristic. Let the number of wavelengths per link
be 10. Let the node-pairs, in this example, require five primaries and five backups.
Since there is a restriction that only one type 2 node-pair can share wavelengths
with a type 1 node-pair on a link, demand requests for node-pair 32 are removed
in the first stage. The results of the ILP and the LP are shown Tables 6.2 and 6.3,
respectively.

The ILP solution assigns backups for demands belonging to node-pairs 1 and
27 in the route that has the common link 3 → 2 and similarly assigns backups for
demands belonging to node-pairs 110 and 167 on the route that has the common
link 13 → 6. The primary paths are assigned as shown in the Table 6.2.
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Table 6.1. Illustrative example

Node-pair Alternate routes

1 1 2
1 3 2

27 3 1
3 2 1

110 9 4 5 6
9 12 13 6

167 13 6 11
13 12 10 11

32 3 6 5 7
3 2 8 7

Table 6.2. ILP solution (five demand requests/node-pair,
10-wavelengths/link)

Node-pair Alternate routes Primary Backup

1 1 2 λ1−λ5 –
1 3 2 – λ1−λ5

27 3 1 λ1−λ5 –
3 2 1 – λ1−λ5

110 9 4 5 6 λ1−λ5 –
9 12 13 6 – λ1−λ5

167 13 6 11 – λ1−λ5
13 12 10 11 λ1−λ5 –

32 3 6 5 7 λ1−λ5 –
3 2 8 7 – λ1−λ5

In Table 6.3, since the cost of two backup paths sharing a link and wavelength
is the same as using two different wavelengths for backup (refer to discussion on
gl,λ in Section 6.3), the backup wavelength assignment is different from the ILP
assignment. As in the case of the ILP solution, the backups for demands belonging
to node-pairs 1 and 27 are assigned on the route that has the common link 3 → 2.
But the wavelength assignment for backups is different. The backup paths for
node-pair 1 are assigned on route 1 → 3 → 2 on wavelengths λ1−λ5, and backups
for node-pair 27 are assigned on route 3 → 2 → 1 on wavelengths λ5−λ9. Only
one wavelength (λ5) is used for backup multiplexing, in comparison with all five
(λ1−λ5) in the ILP solution. However, once the LP provides this feasible solution,
the backup routes may be merged to coincide with the backup paths of node-pair 1
and reclaim the wavelengths. Refer to the discussion in Section 6.3 on adjusting
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Table 6.3. LP solution (five demand requests/node-pair,
10-wavelengths/link)

Node-pair Alternate routes Primary Backup

1 1 2 λ1−λ5 –
1 3 2 – λ1−λ5

27 3 1 λ1−λ5 –
3 2 1 – λ5−λ9

110 9 4 5 6 λ1−λ5 –
9 12 13 6 – λ1−λ5

167 13 6 11 λ1−λ5 –
13 12 10 11 – λ1−λ5

32 3 6 5 7 λ1−λ5 –
3 2 8 7 – λ1−λ5

type 2 backups to coincide with the backup paths of its corresponding type 1. In
this case demands of node-pair 1 belong to type 1 and those of node-pair 27 belong
to type 2.

For the next set of node-pairs, 110 and 167, primary paths for demands belonging
to both pairs are chosen on their first route and backup paths on their second route,
as shown in Table 6.3. Hence, no backup multiplexing is done. This is in contrast
with the ILP solution that used the route containing the common link 13 → 6 for
routing backups and as a result could backup multiplex the demand requests of
node-pairs 110 and 167.

In the above example, node-pair 32 has to be solved in the next stage. In such
cases, the solution from the first stage is fed to the second stage as the currently
working primary and backup paths. In this example, since the LP chooses the
backup routes for node-pairs 1 and 27 on the route that uses link 3 → 2, all
the requests for node-pair 32 are accommodated with the primary and backup
route and wavelength assignments as shown in Table 6.3. Although, the demands
for node-pair 32 are accommodated in this example, there is no guarantee that
all the demands are accepted for node-pairs that are solved in successive stages.
Thus, there may be a penalty for solving the problem sequentially as discussed in
Section 6.4.

Now suppose the node-pairs required 10 demands each instead of five demands
as in the previous case. The solution for the LP and ILP for this case is the same
and is the shown in Table 6.4. The LP in this situation, to accommodate all demand
requests, is forced to backup multiplex all possible demands, and thus yields an
optimal solution. It is well known that if the LP relaxation to the ILP provides a
solution that is an integer vector, then the solution is feasible and hence optimal
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Table 6.4. LP/ILP solution (10 demand
requests/node-pair, 10-wavelengths/link)

Node-pair Alternate routes Primary Backup

1 1 2 λ1−λ10 –
1 3 2 – λ1−λ10

27 3 1 λ1−λ10 –
3 2 1 – λ1−λ10

110 9 4 5 6 λ1−λ10 –
9 12 13 6 – λ1−λ10

167 13 6 11 – λ1−λ10
13 12 10 11 λ1−λ10 –

Table 6.5. Sample results demonstrating
the quality of the LP solution

Demands ILP objective LP objective

10 38 43
20 76 90
30 114 120
40 152 156
50 190 190

to the ILP [42]. This is the reason for the LP providing an optimal and a feasible
solution to the ILP in this case, as the LP solution vector is forced to be an integer
in such cases. This behavior is demonstrated in Table 6.5. The results are for the
NSFnet topology with 10 wavelengths per link, for the example in Table 6.1, with
demand requests distributed uniformly across five node-pairs. The LP yields an
optimal feasible solution to the ILP as the LP solution vector is forced to be an
integer in such cases.

6.6 ILP and LP solution run times

The ILP and LP solution run time comparison is shown in Table 6.6 for one experi-
ment to demonstrate the gap between the time taken by the two approaches. All LP
and ILP problems are solved using the software package CPLEX. In the table PT
and FT denote partial and full terminations, respectively. CPLEX terminates mixed
integer optimizations under a variety of circumstances [2]. CPLEX finds an integer
optimal solution and terminates when all nodes have been processed. Optimality
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Table 6.6. Comparing ILP and LP solution run times

Demands ILP time (s) (PT) ILP time (s) (FT) LP time (s)

22 601 (3.35% mipgap) >9000 0.12
32 3973 (4.40% mipgap) >9000 0.11
42 852.31 (4.03% mipgap) >9000 0.13
52 104.87 104.87 0.14
72 84.00 84.00 0.17
92 20.84 (0.29% mipgap) 8289.76 0.23

Table 6.7. Results for a 14-node NSFnet topology with 100
wavelengths per link

Demands LP constraints LP variables LP time (s)

100 14 029 4280 0.52
150 22 029 4520 1.10
200 33 229 4760 2.18
250 47 629 5000 3.89
300 56 429 5160 5.25
400 78 829 5480 21.87
500 107 629 5800 15.75

Table 6.8. Results for a 20-node ARPANET topology with
100 wavelengths per link

Demands LP constraints LP variables LP time (s)

100 22 117 9 880 0.70
200 31 767 10 360 1.16
300 47 817 10 840 3.06
400 70 267 11 320 4.94
500 99 117 11 800 8.34
600 116 767 12 120 29.04
700 137 617 12 440 27.26
800 161 667 12 760 35.64
900 188 917 13 080 44.24

1000 219 367 13 400 30.91
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in this case is relative to the tolerances and other optimality criteria set by the
user. The default relative optimality tolerance is 0.0001, in which case the final
integer solution is guaranteed to be within 0.01%. Requiring CPLEX to seek integer
solutions that meet a 0.01% tolerance in such cases is a waste of computation time.
To make the comparison fair, the problem is terminated when the solution is close
to the desired value. As the results show, the LP solution time is considerably lower
for this example. In the ILP solution result, the fast run times for the 52 and 72
demands compared with the slower run times for smaller demand requests is not
surprising. The solver performs a lot of preprocessing and depending on how close
the initial solution is to the final integer optimal solution, the problem can run that
much faster.

6.7 Run times for the LP heuristic algorithm

To demonstrate the use of the algorithm on backbone networks of practical size
with hundreds of wavelengths per link, consider the results for the NSFnet and
ARPANET topologies, with 100 wavelengths per link as shown in Tables 6.7 and
6.8, respectively. All the techniques discussed for problem size reduction are applied
before the LP is solved. The complexity of the problem is determined by the number
of variables and constraints in the formulation. It is observed from the results that
for large demand sets, the run time of the heuristic algorithm is fast (of the order of
seconds). This improves the applicability of the solution for online decision making
at various phases in survivable WDM network operation.
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Subgraph-based protection strategy

A subgraph-based routing strategy attempts to provide a passive form of redundancy
to optical networks in the event of a given set of failure F scenarios such as a single
link failure or a single node failure. It is passive in that, before a connection is
established, it is subjected to the constraints that it can be routed in the network
as a fault free of any given set of failures, and is thus guaranteed in the event of a
failure from the set. The end user experiences nominal interruption in service due
to network state restoration and it is characterized in [194]. The key characteristics
of the subgraph-based routing strategy are as follows.
� The redundancy in routing is provided using the resources available in the network.
� Fault recovery network states are maintained throughout the operation of the network.
� Subgraph fault tolerance provides a 100% guarantee for recovery from all possible pre-

defined failure states.
� Subgraph routing is a pro-active path-based fault tolerance strategy.
� The network state must be altered to accommodate the new topology of the network

caused by a failure state.

The first characteristic highlights one of the most important aspects of the
strategy; it does not require the allocation of system transmission resources to ensure
recoverability after the detection and location of a link failure. Simply put, there is
no explicit link capacity lost due to the routing of backup connections because
no active backup connections exist in this strategy. The second characteristic is
important because, upon the occurrence of a fault, the network restores itself to a
state that eliminates the defective component from consideration, and the network
operates as if the failed components had never existed. Thirdly, 100% restoration
is guaranteed in the event of a designated failure scenario occurring. Fourthly,
subgraph routing is pro-active because when a failure occurs, the network knows
how to recover from it. Finally, it must be stressed that there are no active backup
paths present in subgraph fault tolerance. This results in reduced capacity needs
for connections, but requires connections to possibly be rerouted in the event of a
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component failure, even if they do not traverse the failed component. This property
results in the possible interruption of an altruistic connection as discussed in [62].
However, constrained routing [209], inter-arrival planning [62], and dynamic sub-
graph routing protection [60] all address this issue of connection reconfiguration,
and reduce or eliminate the need for it to occur.

A disadvantage of subgraph-based routing and fault tolerance is that it can po-
tentially require a complete reconfiguration of the network to a predetermined new
state. Not all connections may be affected by a network reconfiguration, but no
connection is guaranteed to be unaffected by a fault recovery. It also assumes that
the probability of suffering any fault outside the given set during network oper-
ation is very low. Thus the strategy only guarantees the recovery of the network
from any single failure at any given time. It is also assumed that each node knows
the entire network state at any given time. This is key because all nodes need to
know when and where a fault has occurred so that they can initiate appropriately
to adopt the backup network state. Each node is required to maintain all subgraph
network state information. Once a failure occurs and is detected and located, all
nodes are informed of the location to start the recovery process. Of course, if there
is a centralized recovery station, then all such information is part of the centralized
recovery server.

7.1 Subgraph-based routing and fault tolerance model

Networks consist of a set of nodes and links that correspond to the various servers,
routers, switches, and cables that make up its physical implementation. These nodes
and links can be viewed as a set of vertices and edges in a graph. Each graph, G,
is defined as a set of V vertices and E edges, or G = (V, E). For the following
discussion a set of faults consists of all single-link failures. Therefore the routing
strategy presented below is for a single-link failure. It is easy to see how this
discussion extends to an arbitrary failure set.

For subgraph-based routing, there exists a set of subgraphs of G, denoted as Gi,
where ei is removed from the graph G, or mathematically, ∀i : 1 ≤ i ≤ L , Gi =
(V, E − e), where L is the cardinality of the set of all edges in graph G. In general L
is the cardinality of the fault set, e represents a fault in the fault set, and Gi represents
the network graph when components corresponding to the fault i are eliminated from
the graph G. Therefore, there exist L subgraphs of graph G, each one missing one
of the L edges and the set of L subgraphs of G represents all possible single-link
failures in the network. The original full link graph is called the base network. The
constituent subgraphs of the base network are treated as virtual networks because
only their state of utilization is maintained when connections are admitted. When
a fault occurs on an edge e, the current set of connections are routed on the routes
chosen in subgraph G − e.
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Fig. 7.1. Example of subgraphs.

A graph with five nodes and six edges, as shown in Fig. 7.1, will have six
subgraphs. For the purposes of this example, each edge in the base network (and
its constituent subgraphs) has a capacity of one and the distance between any pair
of adjacent vertices is one.

Subgraph example and routing example. Consider the northeast part of the NSF
network subgraph as shown in Fig. 7.2. It has six nodes and six bidirectional
links. Let there be a request issued by vertex MI to connect with vertex NY. This
connection attempts to find a path from MI to NY on all of the L subgraphs of
the base network as shown in Fig. 7.2. The connection request from MI to NY is
accepted as a path is available in all subgraphs. Another request from vertex NJ to
PA is routed in the same way as the path from NJ to PA is available in all subgraphs
(although it may be a different path in different subgraphs). When a third request
from NY to MD arrives, it can only find paths in subgraphs G2, G3, and G6. It
blocks in subgraphs G1, G4, and G5. Thus the connection request from node NY
to node MD now fails due to non-availability of resources, and is consequently not
routed in the base network.

7.1.1 Fault tolerance with subgraph-based routing

In the event of a fault, the subgraph-based routed network can fully recover by
accepting the subgraph network state corresponding to the located edge failure. For
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Fig. 7.2. SGR model of the northeast part of the NSF network.

example, assume that there is an arbitrary failure of edge NJ to PA. Suppose the
failure is in both directions and for some reason the edge is left non-operational.
To recover, the network reroutes all current connections to reflect the network
state depicted by subgraph G5. The fault occurrence and recovery cycle is such
that connections from the base network are rerouted to the paths in the selected
subgraph (corresponding to the failed link). For the example, the request from MI
to NY need not be rerouted as the path taken in the base network as well as in
subgraph G5 are the same. However, the path for the request node NJ to PA now
has to be rerouted through the links (NJ, MD), (MD, NY), and (NY, PA) as shown
in G5 of Fig. 7.2.

7.2 Performance of subgraph-based routing

In this section, the performance of the backup multiplexing and subgraph-based
routing strategy is compared for link failures. For the purpose of comparison, the
shortest path length (in terms of the number of hops) routing strategy is utilized
to evaluate the effectiveness of these schemes. Shortest path length routing at-
tempts to dynamically route connections along the path with the least number of
links between source and destination nodes. Each link is known as a hop. Wave-
length assignment within a link is performed at random. Connections are routed
dynamically in that each request is routed based on the network state at the time it
enters the network. Dynamic routing and wavelength assignment typically perform
better than fixed-path routing, although it requires a higher control overhead because
each node must maintain network state information. The no-backup and backup
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multiplexing routing strategies are compared to provide a reference to measure
the effectiveness of subgraph-based fault tolerance. No-backup routing uses the
shortest path in terms of hop strategy, and makes no provision for fault tolerance.
Backup multiplexing uses shortest-cycle routing. The results laid forth for backup
multiplexing are based on the selection of the shortest path for the primary con-
nection. Shortest-cycle routing [36] is used to increase the performance of backup
multiplexing by guaranteeing both a potential primary and a backup path are found
while attempting to establish a connection and that the primary–backup path pair
is the shortest pair of paths from source to destination.

For comparison purposes, the connection requests are generated using a Poisson
distribution with arrival rate of λ, where the arrival rates are varied to compare the
different schemes. The request hold time follows a negative exponential probability
distribution with a parameter value of µ = 1.0. Source and destination nodes for
any request are uniformly distributed.

7.2.1 Performance metrics

Several metrics are used to evaluate the effectiveness of the various schemes. These
metrics are designed to measure both the efficiency and the feasibility of such a
scheme and are only measured in the base network. They include the blocking
probability, the average path length, the average shortest path length, the effective
network capacity used, and the probability of path reassignment.

Blocking probability. The blocking probability is the most common indicator
used to assess network routing and fault tolerance strategies. It is the probability
that a request entering the network will be rejected. The blocking probability is the
ratio of B and R, where B is defined as the total number of blocked requests and
R is the total number of requests, i.e.

BP = B/R

Average path length. The average path length and the average shortest path length
are used to compare how metrics perform within a network. As the ultimate goal
in routing a connection is usually to use the shortest path between two points, the
average shortest path length provides a way of comparing how effectively a routing
strategy performs in a given network configuration. Both the average path length
and the average shortest path length are calculated in terms of the number of hops
or the number of links along the path.

These averages are calculated for the accepted requests only. The average
shortest path is computed by using the shortest possible path in the network,
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even if it is not available. The average path length is calculated using the
path length of the path taken (or available for the request) when the request
arrives.

Network utilization. Network utilization metrics are characterized by their inclu-
sion of the ideas of connection and link capacity. They are an indication of how
much of the network is being used over the course of operation and whether there
are enough resources available to handle the request load demands.

Effective utilization refers to the minimum amount of system resources needed
to service all accepted connections if they were to have been routed along the
shortest path. In order for the effective utilization metric to be useful, it first has to
be normalized. The first step is to normalize it to the time duration of the simulation
so that data obtained at different arrival rates can be compared. Dividing by the time
duration of the simulation normalizes utilization. The simulation time is known only
to the network, and can either be obtained by knowing the time that the last request
enters the network, or by calculating it as a function of R/λ, where R is the number
of arriving requests and λ is the arrival rate. Normalizing the utilization with respect
to time yields a value that is bounded on the low side by 0 and on the high side by
the total available capacity in the network. The second step to normalization is to
normalize it by dividing it by the total available capacity of the network, given by
L × C , where L is the total number of links in the network and C is the total available
capacity per link. Thus for utilization computation, 0 ≤ λ/R ×U ≤ L × C , where
U is the utilization. In other words, 0 ≤ λ×U/(R × L × C) ≤ 1.

Probability of path reassignment. The effectiveness of a fault tolerance scheme
depends on how the networks recover from a failure. This potentially may require all
connections in the network to be reconfigured to different paths. In order to quantify
the amount of path reassignment taking place, the path reassignment probability
must be measured, which is the probability that the path for a connection on the
base network needs to be changed upon the occurrence of a link failure. Let Pj (Ri )
be the probability that the path for request Ri remains the same if network link j
fails. Then the probability of reassignment for a subgraph-based routing strategy is
given by P(SGR reassignment) = 1−∑i=R−B

i=0

∑ j=L
j=0 Pj (Ri )/[L × (R − B)]. For

backup multiplexing a path is reassigned only if the failed link is used by a request.
So if Li is the path length of request i then the probability of reassignment is given
by P(SGR reassignment) =∑i=R−B

i=0 Li/[L × (R − B)].

Link load. Link load is a measure of the load placed on each node in the network
at any given time. It is useful in providing a baseline for the comparison of the
effectiveness of routing strategies across different network topologies. Link load,
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Fig. 7.3. ARPA-2 network.

or γ , is calculated using the following equation, where each duplex link is treated
as two links, N is the total number of nodes in the network, and λn is the arrival
rate per node,

γ = N × λn × H̄/L

where H̄ is the expected length of a primary connection in the topology in terms of
hops. The link load is expressed in units of Erlangs and is used to compare results
among different networks.

7.2.2 Network structures

Three standard network structures are used to assess and compare the performance
of different restoration techniques. The networks considered are a 14-node, 21-
link NSFnet topology, a 4×4 mesh-torus network, and a 21-node, 26-link ARPA-2
network topology. The ARPA-2 topology is shown in Fig. 7.3. The NSFnet and
APRA-2 networks are in use. The 4× 4 mesh-torus network possesses a high level
of connectivity. Each node in a 4× 4 mesh-torus has a degree of four, resulting in
many potential paths between a node-pair.

All links in the network have one fiber and the number of wavelengths per fiber is
16. In general, the capacity of a link is a direct function of the number of wavelengths
on each fiber in the link. The wavelength continuity constraint has to be followed
for each request. Each link is a duplex link (as all of the tested networks have this
property) and each link is considered as two simplex links operating in opposite
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Fig. 7.4. Blocking probability of NSFnet.

directions. In the event of a link failure such as a fiber optic cable being severed,
both simplex links are severed.

7.3 Performance results

7.3.1 Blocking probability

The results for subgraph-based fault tolerance and backup multiplexing and no
backup strategy for the NSFnet, ARPA-2 and 4× 4 mesh-torus topologies are
shown in Fig. 7.4. Note that in this figure BM stands for backup multiplexing, SGR
stands for subgraph-based routing method and None denotes no backup. Also, A
represents ARPA-2 network, N denotes NSFnet and M denotes 4× 4 Mesh net-
work. It can be seen that SGR fault tolerance performs much better than backup
multiplexing with the same parameters. In the best case (NSFnet), the blocking
probability of backup multiplexing is roughly 3.5 times that of the SGR strategy,
and is approximately three times higher than SGR in the ARPA-2 and mesh-torus
topologies.

One factor in the increasing blocking probability of SGR fault tolerance is the
presence of nodes with degree two present in two of the topologies. For example,
there are two nodes of degree two in the NSFnet topology, and when subgraphs are
formed, these two nodes become nodes of degree one in four of the 21 subgraphs.
These isolated nodes are much more difficult to route connections for because of the
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Fig. 7.5. Average path length of three topologies.

severely limited capacity in and out of these nodes. A node with degree two in the
base network is referred to as a dead-end node. Dead-end nodes account for 14 of the
total 21 nodes in the ARPA-2 topology, and consequently the performance of SGR
in that topology is slightly worse when compared to the NSFnet and mesh-torus
topologies.

7.3.2 Average path length

The results for SGR fault tolerance and backup multiplexing and no-backup strategy
for the NSFnet, ARPA-2 and 4× 4 mesh-torus topologies are shown in Fig. 7.5.
The average path length indicates the average number of hops a connection must
contain. The figure shows that the average path length decreases as the arrival rate
increases. The large decrease in path length can be attributed to a higher blocking
probability and the consequent lower number of connections in the network for a
request to have to route around. In general, the average path length decreases as the
arrival rate increases. As more requests enter the network at a time, the network
becomes more congested and more requests are blocked. The result is that the
requests that are accepted as connections are only those that are able to find shorter
paths to route on.

The backup multiplexing path lengths are higher across all topologies because the
paths are based on shortest-cycle routing, and the primary paths are not necessarily
the shortest paths between two nodes. Shortest-cycle routing actually improves
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Fig. 7.6. Average effective utilization of three topologies.

performance because, although primary path lengths are longer, a primary–backup
pair is almost always found and the total length of the primary–backup pair is the
shortest possible.

7.3.3 Effective utilization

Effective utilization measures the minimum amount of network resources needed
to accept the connections in the network at any given time for any given link load. In
other words, in order for the network to accept the requests it had to provide a min-
imum amount of resources for the establishment of the connections. The effective
utilization figures are shown in Fig. 7.6. For the most part, the effective utilizations
of each strategy mirror each other, the exception being under high arrival rates. The
difference is again attributed to fewer requests being accepted as the arrival rate in-
creases. Utilization is directly proportional to the sum of the products of the capacity
and the path length of each accepted connection; it consequently decreases as fewer
requests are accepted. Again the effective utilization is used primarily to compare
the performance of both fault tolerance strategies to a no-tolerance strategy.

7.3.4 Comparison between network topologies

An indication of the connectivity of a topology is the number of dead-end nodes
that each of the subgraphs of the topology contains. Following this reasoning, the
ARPA-2 topology has the worst connectivity with 14 dead-end nodes out of 21,
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Fig. 7.7. Average probability of path reassignment for the three topologies.

NSFnet is next with two of 14, and the mesh-torus is best with no dead-end nodes.
The blocking probabilities confirm this, as the blocking probability is higher per
Erlang of link load for the ARPA-2 topology, followed by the NSFnet, and lastly by
the mesh-torus. The comparatively lower blocking probability per link load of the
mesh-torus indicates that SGR fault tolerance performs much better in topologies
with higher connectivity.

7.3.5 Probability of reassignment

In a network recovery situation, SGR fault tolerance requires the network to re-
configure to take the state given by the subgraph corresponding to the link failure.
This could potentially require all connections in the network to change how they
are routed. The probability of reassignment indicates how likely it is that a con-
nection path will change during recovery. In all three topologies, as the arrival rate
increases, the probability of reassignment decreases. This observed decrease is due
to the higher probability of a request being blocked as the arrival rate increases. As
requests enter the network at a higher rate, fewer connections are established. This
makes routing the connections that do get accepted on each subgraph easier. Thus
there is a much higher probability that a subgraph routes the connection exactly the
same as the base network does.

Figure 7.7 shows the probability of reassignment for the NSFnet, ARPA-2, and
4×4 mesh topologies, respectively. As mass connection reassignment is unique
to SGR fault tolerance, it is important to show how much more reassignment it
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requires than backup multiplexing. As the link load increases, the probability of
reassignment decreases, indicating that there is less chance of a connection having
to be rerouted during a network recovery.

The probability of reassignment for the ARPA-2 and NSFnet topologies remains
fairly constant and the probability of reassignment for the mesh-torus topology
decreases slightly more as the link load increases. The mesh-torus also has a much
higher probability of reassignment overall. This is probably due to the higher con-
nectivity of the mesh-torus. More links means that there are more options to route a
path on, and the shortest hop-length routing metric uses this to the fullest. Backup
multiplexing requires far less reassignment in the event of a fault occurring.

7.4 Multi-link and other failures

The SGR routing strategy can be easily used to handle multiple link failures, node
failures, and specific failure scenarios.

As noted above, link-based sub-graph routing is a strategy for routing dependable
connections under arbitrary failures. A connection is accepted only if it is accepted
in all subgraphs. In the event of a failure, the network state is restored to the corre-
sponding subgraph state where all connections are guaranteed to be restored for that
single-fault scenario. It is also shown that the subgraph routing strategy performs
significantly better than the traditional backup multiplexing schemes for routing
dependable connections in terms of the blocking probability, network utilization,
and redundancy. The following sections demonstrate the more general applications
of subgraph routing.

7.4.1 Network and fault model

A network is represented by a graph G= (V, E), where V is the set of nodes, V = {v1,
v2, . . . , vN} and |V | = N , and E is the set of edges or links, E = {e1, e2, . . . ,
eL} and |E | = L . A failure may be of a single link el ∈ E or a single node vn ∈
V or a group of multiple links or multiple nodes, or a combination of links and
nodes. Such groups are said to be SRLG as explained earlier. A group failure is
represented by sm = E ∪ V . A set of all such groups is represented by the set
S, S = {s1, s2, . . . , sm}. Thus, a set of all possible faults consists of F = E ∪ V ∪
S and

F = { f1, f2, . . . , fK } (7.1)

A node failure can be represented equivalently by a set of links incident on it.
Thus, failure of a node vn can be represented by an SRLG s j , where

s j = {el | el is incident on node vn} (7.2)
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Input: graph G = (V,E), failure  set F =
{f1,f2,..., fK} and a traffic matrix TN × N.
Output: to route a connection Tij.
Algorithm:
Step 1: create subgraphs Gk = (Vk, Ek) where
Vk = V and Ek = E − fk, ∀ fk ∈ F.
Step 2: attempt routing the connection on each
subgraph Gk.
Step 3: If the connection is accepted in all G ′

k,
then the connection is accepted in the base net-
work.
Else The connection is dropped from the net-

work.

Fig. 7.8. Subgraph routing for all possible failure sets.

Therefore, we do not have to explicitly consider the failure of nodes. Similarly a
single-link failure can also be treated as an SRLG failure, but to keep terminologies
simple, we will keep single-link and multi-link failure sets represented separately
by E and S.

7.4.2 Algorithm description

Subgraph routing is a pro-active fault-tolerant technique that ensures 100% restora-
tion for all failure scenarios, included in set F , for which the network is designed.

A subgraph Gk = (Vk, Ek), derived from a network G = (V, E), is created for
each of the failure scenarios fk ∈ F by removing all the edges contained within the
failure set. Mathematically, Gk = (Vk, Ek), where Vk = V and Ek = E − fk . For
a connection entering a subgraph fault-tolerant network, it must be successfully
routed in all the subgraphs G ′

k . If it cannot be routed for any Gk , then the request
is blocked, as it would not be protected against all failure scenarios.

The original graph, G = (V, E), is referred to as the base network. The constituent
subgraphs of the base network, Gk = (Vk, Ek), are conceptual graphs as they only
maintain a state of the base network.

7.4.3 Complexity analysis for subgraph routing

In order to route a connection Ri in the base network, the connection needs to be
routed in all the K subgraphs, where K is the cardinality of the failure set. The
time complexity of routing a request Ri in a network is governed by the complexity
of the routing algorithm. In our case, Dijkstra’s shortest-path algorithm can be
used for routing the connections in each of the subgraphs. The complexity of this
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Fig. 7.9. Subgraph routing for tolerating SRLG failures.

algorithm is given by O(N 2) [223], where N is the total number of nodes in the
network. Thus, the overall complexity of routing these requests using Dijkstra’s
shortest-path algorithm is O(K × N 2). It is important to note that subgraph routing
is not limited to using only shortest-path routing, but rather can accommodate any
other desired routing metric.

7.4.4 Sub-graph routing for tolerating SRLG failures

Consider the network as shown in Fig. 7.9. There are three shared-risk link groups,
each consisting of two links. Each link in the network is assumed to be a unidi-
rectional link of total capacity one unit. The corresponding subgraphs are gener-
ated through the removal of individual links, as well as links belonging to each
SRLG, and are shown in the same figure. Let there be three requests in the net-
work R1: 1 → 2, R2: 4 → 5, and R3: 3 → 4. Request R1: 1 → 2 can be routed in
all subgraphs and hence it is accepted for routing in the base network. Similarly
request R2: 4 → 5 finds a route in all subgraphs except G3 and hence is accepted
in the base network. A request is accepted on a subgraph which has any node with
a degree of zero, i.e. a free node, and that node is either the source or destination
of the request. A request is rejected on a subgraph if such a free node appears as an
intermediate node in the path of the request. Similarly, request R3 attempts to find
a route on all the subgraphs, but cannot be accepted on subgraphs G1, G2, and G5

because of insufficient capacity. Hence R3 cannot be routed on the base network.
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Fig. 7.10. Node-based subgraph routing.

7.4.5 Node-based subgraph routing

Node-disjoint subgraph routing is similar to subgraph routing except that in this
case the subgraphs are generated by the removal of each node, ni ∈ N, one at a
time, from the base network. Let us consider the network as shown in Fig. 7.10.
Each link in the network is assumed to be a unidirectional link of total capacity
one unit. The corresponding subgraphs generated by the removal of each node are
shown in the same figure. Let there be three requests in the network R1: 1 → 2,
R2: 4 → 5, and R3: 1 → 4. Request R1: 1 → 2 can be routed in all subgraphs and
hence it is accepted for routing in the base network. Similarly, request R2: 4 → 5
finds a route in all subgraphs except G4 but is still accepted in the base network. A
request is accepted on a subgraph which has any node with a degree of zero, i.e. a
free node, if that node is either the source or the destination of the request. Request
R3 is accepted for routing in each subgraph except in G1 where it cannot be routed
because node 1 has a nodal degree of zero; however, since node 1 is the source node
of the request, it is accepted in the base network.

Node-disjoint subgraph routing gives a lower bound on the routing performance
that can be achieved because it is much more constrained than subgraph routing for
tolerating SRLG failures. The subgraphs for tolerating node failures are a special
case of the S + 1 routing, since it deals with SRLG groups consisting of links that
share a common node.

7.5 Constrained subgraph routing

One of the potential drawbacks of incorporating the subsgraph routing scheme as
a means of tolerating SRLG failures is the issue of connection re-establishment.
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The above-proposed scheme depends on the ability of the network state to change
to the state of a subgraph during fault recovery. This potentially requires many
connections in the network to be reassigned to different path/trunk combinations
as defined in a subgraph. A path is the set of l links that connect the source and
destination nodes. A trunk is the specific fiber, wavelength, and time slot that the
connection is established on within the path. Similar issues have been discussed in
the context of L + 1 subgraph routing in [171].

To overcome this limitation we introduce the concept of constrained subgraph
routing. The constrained subgraph routing minimizes the probability of reassign-
ment during transition from the base network to the final subgraph. There are two
levels of constrained subgraph routing. They are:

� Constraint 1: a connection is constrained to be routed on the same path as in the base
network in all the subgraphs which contain all the l links of the path.

� Constraint 2: if constraint 1 is fulfilled, then the connection can be further constrained to
be routed along the same trunk in the subgraph as in the base network.

In the case of link-based subgraphs there are L subgraphs. Constraint 1 requires
that the connection be routed on L – l subgraphs with the identical path as in the
base network. Constraint 2 requires that a subgraph connection not only take the
same link path, but also the same trunk along that path as in the base network. In this
manner, any connection not directly affected by the failed link will not be interrupted
in L – l subgraphs. This is an attempt to avoid as much node reconfiguration as
possible by minimizing the probability of reassignment. In our results, we will show
that path-constrained routing can actually improve the blocking performance over
the unconstrained case. However, trunk-constrained routing significantly degrades
network performance in terms of increasing the blocking probability, but realizes
a very low probability of reassignment for subgraph routing architectures.

7.6 Example

Three different network topologies, shown in Figs. 7.11–7.13, were simulated to
assess the performance of subgraph routing for tolerating SRLG failures. Each of the
three topologies consists of links with one fiber per link, 16 wavelengths per fiber,
and one timeslot per wavelength. Each link also consists of two unidirectional links
that are assumed to be part of the same shared risk link group, meaning that if the link
fails in one direction, the link in the opposite direction also fails because they would
presumably be physically routed together. No nodes offer any wavelength switching
capabilities, thus the wavelength continuity constraint is obeyed. The arrival of the
requests at a node follow a Poisson process with rate λ, and are equally likely to
be destined to go to any other node. The holding time of the requests follows an
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Fig. 7.11. 14-node, 23-link NSFnet network with SRLGs.

Fig. 7.12. 11-node, 22-link NJLATA network with SRLGs.

exponential distribution with unit mean. The capacity requirement of each request
is a unit wavelength.

Three subgraph formation techniques have been assessed: subgraphs based on all
physical link failures (link-based subgraph routing), subgraphs based on arbitrarily
chosen shared risk link groups, as shown in Figs. 7.11–7.13, and subgraphs based
on all single-node failures.
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Fig. 7.13. Nine-node, 18-link mesh-torus network.

For the 3×3 mesh-torus, SRLGs were formed as the north and east links leaving a
node and the south and west links leaving a node. The number of subgraphs created
for each base network is equivalent to the sum of the number of physical link faults
and the number of SRLGs. If the source or destination node for a request is a
stranded node (one with a degree of zero) in a subgraph, a conditional acceptance
on that subgraph is granted as discussed in Section 8.3 (source or destination nodes
can be isolated nodes, intermediate nodes cannot be).

Conditional acceptance is allowed, because any connection formed between two
nodes automatically incurs the risk of either the source or destination node failing.
The intent of providing coverage for all single-node faults is to protect against faults
occurring at the intermediate nodes in the path of the connection request.

Using the 14-node, 23-link NSFnet as an example, the previously described sub-
graph formation techniques will be clarified. In the case of link subgraph generation,
an NSFnet base network creates 23 subgraphs, each missing a pair of unidirectional
links physically routed together. For SRLG subgraph generation, an NSFnet base
network creates six SRLG subgraphs in addition to the 23 subgraphs based on
physical links, for a total of 29 subgraphs. Finally, for node subgraph generation,
an NSFnet base network creates 14 node subgraphs and 23 link subgraphs for a
total of 37 subgraphs. Physical link failures are always considered in each subgraph
generation because a physical link can fail in a location where it does not affect the
other members of its SRLG.

In all subgraph cases, all single-link faults are 100% guaranteed, and in the
case of subgraphs based on shared risk link groups, there is a 100% guarantee
for all connections in the event of a shared risk link group fault. In the node-
based subgraph case, 100% restoration is guaranteed for all intermediate node and
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Fig. 7.14. NSFnet blocking probability vs. link load, c© IEEE. Source: P. Datta,
M. T. Frederick, and A. K. Somani, Sub-graph routing: a novel fault-tolerant
architecture for shared-risk link group failures in WDM optical networks, in Proc.
of Design of Reliable Communication Networks DRCN 2003 [209].

Link Load (Erlangs)

Fig. 7.15. NJLATA blocking probability vs. link load, c© IEEE. Source: P. Datta,
M. T. Frederick, and A. K. Somani, Sub-graph routing: a novel fault-tolerant
architecture for shared-risk link group failures in WDM optical networks, in Proc.
of Design of Reliable Communication Networks DRCN 2003 [209].
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Fig. 7.16. MESH 3× 3 blocking probability vs. link load, c© IEEE. Source:
P. Datta, M. T. Frederick, and A. K. Somani, Sub-graph routing: a novel fault-
tolerant architecture for shared-risk link group failures in WDM optical networks,
in Proc. of Design of Reliable Communication Networks DRCN 2003 [209].

Fig. 7.17. Probability of path reassignment vs. link load for NSFnet.

single-link failures. The blocking probability results for all three topologies are
shown in Figs. 7.14–7.16.

To assess the performance of constrained routing, the probabilities of re-
assignment to a different path and to a different path/trunk combination are
shown in Figs. 7.17–7.22. In Figs. 7.17–7.19 the probability of reassignment for
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Fig. 7.18. Probability of path reassignment vs. link load for NJLATA.

Fig. 7.19. Probability of path reassignment vs. link load for MESH 3×3.

unconstrained routing runs between 18 and 33%. This is in sharp contrast to the
probability of reassignment for path-constrained routing which ranges from 8 to
15%. In all cases, path-constrained subgraph routing offers a lower probability
of reassignment. According to [171], the calculated probability of path reassign-
ment for backup multiplexing ranges between 8 and 15%, thus making constrained
subgraph routing roughly equivalent to backup multiplexing.
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Fig. 7.20. Probability of path and trunk reassignment vs. link load for NSFnet.

Fig. 7.21. Probability of path and trunk reassignment vs. link load for NJLATA.

In Figs. 7.20–7.22 the probability of path/trunk combination reassignment is
about 93% for path and unconstrained subgraph routing. This is significantly higher
than the probability of path and trunk reassignment for path/trunk combination con-
strained subgraph routing, which ranges from 8 to 15%. This is an expected result
because connections are more likely to choose same paths, in similar subgraphs
on any capacity available. In summary, in a recovery situation, a connection will
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Fig. 7.22. Probability of path and trunk reassignment vs. link load for MESH 3×3.

Fig. 7.23. Blocking probability vs. link load, for no-constraint and path constraint,
c© IEEE. Source: P. Datta, M. T. Frederick, and A. K. Somani, Subgraph routing: a

novel fault-tolerant architecture for shared-risk link group failures in WDM optical
networks, in DRCN 2003 [209].

more likely than not have to change its trunk if path/trunk combination constrained
routing is not imposed.

In Fig. 7.23 we observe that the blocking probability for path-constrained sub-
graph routing is less than the blocking probability for unconstrained subgraph
routing in all but two cases: NSFnet and mesh-torus 3×3 node-based subgraphs.
In each topology, the blocking probability for node-based subgraphs is higher than
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Fig. 7.24. Effective network utilization vs. link load for NSFnet.

Fig. 7.25. Effective network utilization vs. link load for NJLATA.

that for the SRLG, which in turn is higher than that for link-based subgraphs. The
only exception is observed in the results for NSFnet where node-based subgraphs
slightly outperformed the SRLG-based subgraphs.

Intuitively, one would expect that, in constrained subgraph routing, forcing
the connection to route on the same path on each of the L subgraphs would in-
crease the connection blocking probability. However, in simulation the reverse
phenomenon was observed, as shown in Figs. 7.14–7.16. In most cases the blocking
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Fig. 7.26. Effective network utilization vs. link load for MESH 3×3.

probability actually decreased slightly when following the path-constrained routing.
Path/trunk-constrained routing sharply increased the overall connection blocking
probability and is not seen as a viable solution unless minimization of probability
of reassignment is more crucial than the minimization of the blocking probability
in a particular network.

Figures 7.24–7.26 depict the effective utilization of the network for path-
constrained as well as the unconstrained subgraph routing. Path/trunk-constrained
routing is not considered due to its drastically higher blocking probability. For all
the topologies, the network utilization for the SRLG subgraph routing is slightly
lower than that of link-based subgraph routing. However, the network utilization for
the SRLG subgraph routing is higher than node-based subgraph routing since node-
based subgraph routing offers a higher blocking probability than SRLG subgraph
routing for most topologies.

7.7 Observations

The results obtained using path-constrained routing are very interesting. They in-
dicate that constraining subgraph routing to a path actually improves the blocking
probability. One of the possible explanations for this phenomenon is the increased
resemblance each subgraph takes to the base network. If the path on a subgraph
is distinctly different from the base network, the request might have to traverse
through links that a different request regularly utilizes. If a request cannot find the
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Fig. 7.27. Subgraph shadowing.

necessary resources available on such critical links, it is blocked with a higher fre-
quency. If, however, each subgraph is required to route each connection in the same
way that the base network does if the same path exists, the subgraph utilization of
critical links more closely resembles that of the base network. This increases the
likelihood that an arbitrary request is accepted on all subgraphs, and consequently
accepted in the base network. This is referred to as subgraph shadowing.

Subgraph shadowing increases the performance of subgraph routing because
situations exist where there are several different equidistant paths from a source to
a destination node. Each of these paths can be chosen to route the connection in a
fewest-hops routing strategy. Constraining the path actually creates subgraph states
that more closely resemble, or shadow, the actual state of the base network. It helps
to reduce the occurrence of situations where a connection gets blocked because the
only possible path where it could have been routed is already occupied by some
other connection that should have been routed elsewhere.

A subgraph shadowing situation is depicted in Fig. 7.27. In this figure, the base
network consists of six links and subgraphs are created based on single link fail-
ures, resulting in subgraphs 1 through 6. Assume that each link in the subgraphs
has a total capacity of one unit. Also assume that connection request R1: 1 → 5 is
routed on the base network along R1: 1 → 2 → 5. Similarly, connection request
R2: 1 → 3 is routed on the base network along R2: 1 → 3. Subgraphs G1 and
G2 have the option of routing connection R1, from node 1 to 5, along the paths
1 → 2 → 5 or 1 → 4 → 5. The path R1: 1 → 2 → 5 is chosen. Connection R2

gets routed in subgraphs G1 and G2. In subgraphs G3 and G4, R1 has the option
to select from either of the two paths, R1: 1 → 3 → 5 or R1: 1 → 4 → 5. The
path R1: 1 → 4 → 5 is chosen for routing connection R1 and connection R2 can
be routed without any problem. In subgraphs G5 and G6, connection R1 has
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paths 1 → 2 → 5 and 1 → 3 → 5 to choose from. Without subgraph-constrained
routing, 1 → 3 → 5 might be chosen as the path for routing connection R1. If this
path is chosen for routing R1 in subgraphs G5 and G6, connection request R2 can-
not be accepted and must be blocked by the base network. However, if the routing
is constrained on the same path, connection R1 is routed along R1: 1 → 2 → 5
as shown in subgraphs G ′

5 and G ′
6. Furthermore, connection request R2 can be

routed on node path R2: 1 → 3 and both connections can be accepted in the base
network.
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Managing multiple link failures

Although the failure of a single component such as a link or a node is the most
common failure scenario, it is possible to have multiple links fail simultaneously.
In particular, double-link failures can happen in the following scenarios.

(i) The first link fails. The recovery from the failure of the first link is completed within a
few milliseconds to a few seconds. However, it may take a few hours to a few days for
the failed physical link to be repaired. It is certainly conceivable that a second link might
fail during this period, thus causing two links to be down at the same time. Suppose the
link failure is a Poisson process with parameter λ and the repair times are exponentially
distributed with parameter µ. Thus the average time to failure is 1/λ and the average
repair time is 1/µ. Suppose a link fails at time t = 0, then the probability that a failure
will occur on a link while the first repair is being carried out is given by

FP = λ

(λ+ µ)
[1− exp(−λ/µ)] (8.1)

For µ = 9λ, FP ∼= 0.1, which is large.
(ii) Two links may be physically routed together for some distance in real situations. A

single backhoe accident may lead to the failure of both links.

In order to protect connections from link failures in the network, two paths are
often assigned: a primary path on which a connection is established and a backup
path on which a connection will be re-established in the case where the primary
path fails. Most research to date in survivable optical network design and operation
has focused on single-link failures [237]; however, the occurrence of double-link
failures is not uncommon in a network topology [63, 89].

Link restoration schemes provide a detour around a failed link that does not
necessarily affect the entire source–destination path. Path restoration schemes, in
general, attempt to provide a backup path from the source to the destination that is
independent of the working path. Path restoration schemes are classified into two
categories based on knowledge of the link failure. A backup path that can be used

143
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for any link failure on the working path and is link-disjoint with the working path
is referred to as failure-independent path restoration. Alternatively, a connection
may be assigned more than one backup path depending on the failure scenario.
Such an approach requires complete knowledge of the failure in the network, hence
it is referred to as failure-dependent path restoration. Path-based restoration has
been established to be a more capacity-efficient approach for mesh-based networks
compared to link-based restoration approaches [225, 261].

There are link-based [266, 305] and path-based protection [304] models for
surviving double-link failures. For a graph to remain connected after any two edges
fail, the graph must be 3-link connected. Thus recovery methods assume the graph
to be 3-link connected, i.e. the graph does not become disconnected with fewer
than three link failures. For multiple link failures, the graph needs to have higher
connectivity.

8.1 Link-based protection for two link failures

Link-based protection for two link failures can be classified into the following two
categories.

(i) Backup paths with link identification. In this technique, two edge-disjoint paths, a first
backup path b1(e) and a second backup path b2(e), are precomputed to recover from the
failure of each edge e. When edge e fails, the first backup path b1(e) is used for rerouting.
At the same time, all nodes in the network are informed of the failure using appropriate
signaling. Suppose the second link f fails at this point. This failure is notified to all
nodes as before, and the recovery takes place using an alternate path for the second
failure.

Four possible cases may exist for the failure of edges e and f and the two backup
paths b1(e) and b2(e) (Fig. 8.1).
(a) b1( f ) does not use e, f does not lie on b1(e): in this case, b1(e) continues to be used

to reroute the traffic on e and b1( f ) is used to reroute the traffic on f .
(b) b1( f ) uses e, f does not lie on b1(e): in this case, b1(e) continues to be used to

reroute the traffic on e. b1( f ) cannot be used to reroute because link e is still down,
therefore b2( f ) is used to reroute the traffic on f .

(c) b1( f ) uses e, f lies on b1(e): in this case, neither b1(e) nor b1( f ) can be used as
restoration routes. There are two recovery methods to reroute the working traffic
on primary links e and f . In Method 1, when f fails, b2( f ) is used to reroute the
working traffic on f . When the information concerning the failure of f reaches the
end nodes of e, these nodes switch the working traffic originally on e from b1(e) to
b2(e). Knowledge of which links lie on a backup path is necessary to carry out this
process. In Method 2, b2( f ) is used to reroute both the working traffic on f as well
as the backup traffic rerouted on b1(e). Thus, the traffic originally routed on e is now
on (b1(e)− f ) ∪ b2( f ).
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Fig. 8.1. Four cases demonstrating rerouting of traffic on links e and f when they
both fail.

(d) b1( f ) does not use e, f lies on b1(e): as in the case 3, two methods are possible.
In Method 1, b2(e) and b2( f ) are used to reroute the working traffic on e and f ,
respectively. In Method 2, (b1(e)− f ) ∪ b1( f ) is used to reroute the working traffic
on e, while b1( f ) is also be used to reroute the traffic originally on f .

(ii) Backup paths without link identification. In this method, a single backup path b(e) is
precomputed for each link. For every link f ∈ b(e), a backup path b( f ), which does
not contain e can be found since the graph is 3-link connected. Suppose e fails first,
and then f fails. The working traffic on f and rerouted traffic on f (in this case, the
rerouted traffic from e) are both rerouted to b( f ) from f . Since b( f ) does not use e,
this rerouting would be successful. One advantage of this method is that no signaling
is necessary to inform the network nodes of the failure of a link. The failure of a link
need only be detected at the end nodes of that link. The cost for this is that when two
links fail the rerouted traffic may have to traverse many links.
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Notice that computing such kinds of backup paths is not trivial. A heuristic algorithm
was developed in [266] to compute the backup paths. It works by contracting the graph
G according to a set of rules, computing backup paths for the links in the contracted
graph, and then mapping these backup paths onto the original graph.

8.1.1 Backup multiplexing in link-based protection

It is obvious that methods for protecting against all possible double-link failures
require more backup capacity than the methods for protecting against single-link
failures. Thus the efficient utilization of backup capacity is more important. As
described above in the case of a backup path with link identification, two backup
paths are precomputed and the resources are reserved on these paths at the time of
establishing the primary path. An important observation here is that backup paths
may not be used simultaneously to reroute the traffic on primary paths at any time
when any two links fail. These backup paths can share the wavelengths on their
common links without any violation of the 100% protection guarantee. For each of
the cases illustrated in Fig. 8.1, the scenarios where backup multiplexing is possible
without violating protection guarantees are identified below.

Consider Case 1 in Fig. 8.1 in which for any two links e and f , b1( f ) does not
use e and f does not lie on b1(e). Without loss of generality, assume that link e
fails first. The following situations can occur.

(i) Link e fails and then link f fails. b1(e) and b1( f ) are used as backup paths to reroute
the traffic on links e and f , respectively.

(ii) Link e fails first and then one of the links g ∈ b1(e) fails. When the information
regarding the failure of g reaches the end nodes of e, the rerouted traffic on b1(e) is
switched to b2(e). Link f cannot fail during this period as only two link failures are
being considered.

(iii) Link e fails first and then a link that is not link f and not on either of the two backup
paths of link e fails. b1(e) is used to reroute the traffic on link e. The traffic on the
second failed link is rerouted on one of its own backup paths.

As can be seen from the above scenarios, only paths b1(e) and b1( f ) are used
simultaneously (as in the above failure scenario (i)). All other path pairs b1(e)
and b2( f ), b2(e) and b1( f ), b2(e) and b2( f ) are not used simultaneously at any
time. Thus, if one of the above path pairs, which are not used simultaneously, have
any common link(s), then they can share the reserved backup wavelengths on the
common link(s). Similar rules of sharing backup wavelengths on common links can
be obtained for the other cases as well. Using the above observations, the backup
paths can share backup capacity when it is possible. This problem is formulated in
Section 8.3.
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8.2 Path-based protection

In path-based protection, to provide 100% protection against any two link failures,
two link-disjoint backup paths must be provided for each source–destination pair.
When a primary path fails, an alarm indication signal is generated by the node
that detects the link failure and transferred through the control channel. When the
source receives the alarm signal, it prepares to set up the first backup path. The first
backup path may also fail due to another link failure. Therefore, a run-time search
is needed. Run-time search also detects if the backup capacity on the first backup
path is not available due to the sharing, in the case of a shared path scheme. If the
source detects the above scenarios using a run-time search, it prepares to set up the
second backup path; otherwise, it uses the first backup path to reroute the traffic
on the primary. The backup paths may or may not use the same wavelength as the
primary path.

8.2.1 Backup multiplexing in path-based protection

Reserving dedicated capacity on two backup paths for every primary path, however,
could reserve excessive capacity in some situations. Consider the example network
shown in Fig. 8.2 (see Section 7.4): suppose paths 1 → 3 → 2 and 4 → 5 → 1 are
two primary paths p and r , respectively. Let 1 → 2 and 1 → 5 → 4 → 2 be the
two backup paths for p, denoted as bp1, bp2, respectively. Let 4 → 3 → 1 and 4 →
2 → 1 be the two backup paths for path r , denoted as br1 and br2, respectively. The
only failure scenario that could cause two primary paths to go down simultaneously
is when one of the links on path p and one of the links on path r fail at the same
time. bp1 and br1 can be used to reroute the working traffic on paths p and r ,
respectively. Thus bp2 and br2 are not used at the same time for all possible two
link failures, therefore they can share backup capacity for primary paths p and r on
link (4, 2).

Backup capacity sharing is not always allowed if a 100% restoration guarantee
against any two link failures is required. Suppose the other two primary paths p
and r are 2 → 3 → 1 and 4 → 5 → 1, respectively. The two backup paths for path
p are bp1: 2 → 1 and bp2: 2 → 4 → 5 → 1. The two backup paths for path r are,
br1: 4 → 2 → 1, br2: 4 → 3 → 1. Since paths p and br2 have shared links, and so
do path r and bp2, the failure of one link on path p could cause br2 to fail, and the
failure of one link on path r could cause bp2 to fail. If the above scenario occurs,
bp1 and br1 are used to reroute the primary traffic on paths p and r , respectively.
Therefore they must not share backup capacity even if they have a common link
(2, 1).

The backup multiplexing rules are summarized below.
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(i) Primary p and r are link-disjoint. Table 8.1 cases 1–6 summarize the topology relation-
ships and backup capacity sharing constraint. The following notation and equations are
used to express the topology relations and backup capacity sharing constraint.
(a) p ∩ r = φ: primary path p and r are link-disjoint; otherwise, they have shared

link(s).
(b) BC(bpi ): backup capacity reserved on backup path bpi .
(c) BC(bpi ) ∧ BC(brl) = φ: backup paths bpi and brl must not share backup capacity

on their common link(s).
(ii) Primary p and r are not link-disjoint. In addition to the above constraint, the failure

of the shared link of p and r causes both p and r to go down simultaneously. The
worst-case scenario is that one of the backup paths of p and one of the backup paths
of r also have a common link and that link also fails, causing these two backup paths
to fail at the same time. If the above failure scenario occurs, the other backup paths
for p and r are used to reroute the primary traffic on p and r , respectively. There-
fore they must not share backup capacity. This scenario is summarized in case 7 of
Table 8.1.

8.3 Formulating two link failures

Integer linear programming (ILP) is used to optimize the capacity utilization. The
ILP formulation is used to model shared link and shared path protection schemes
and to demonstrate the possible sharing in capacity. Dedicated link and dedicated
path protection schemes are also modeled in the same way. In shared link and shared
path protection schemes, the backup paths can share wavelengths on their common
links, while in dedicated link and dedicated path protection schemes the backup
paths do not share the capacity.

The formulation assumes that the following information is given.

� The network topology.
� A demand matrix consisting of the connections to be established.
� Three alternate routes, which are link-disjoint, for each node-pair.
� In link-based protection, two alternate routes (which are link-disjoint) are precomputed

and given for each link.
� Each route between every node-pair is viewed as W wavelength continuous paths (light-

paths), one for each wavelength.

The objective is to minimize the total number of wavelengths used on all the links
in the network for both the primary and backup paths, measured by the number
of wavelength links. One wavelength link represents a wavelength used on a link.
The ILP solution determines the primary and backup paths for the demand set and
hence the routing and wavelength assignment.
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Table 8.1. The topology relationships, failure scenarios and backup capacity
sharing constraint

Primary paths
topology Backup–primary, backup–backup Backup capacity
relationships topology relationships sharing constraints

p ∩ r = φ 1. bpi ∩ r �= φ, brl ∩ p �= φ, BC(bpi )∧ BC(brl) = φ
i and l ∈ {1, 2}
2. bpi ∩ r �= φ, brl ∩ p = φ, BC(bpi )∧ BC(brl) = φ
brm ∩ p �= φ,
i , l, and m ∈ {1, 2}, l �= m

3. bpi ∩ r = φ, bpj ∩ r �= φ, BC(bpi )∧ BC(brl) = φ
brl ∩ p = φ, brm ∩ p �= φ,
i , j , l, and m ∈ {1, 2}, i �= j ,
l �= m

4. bpi ∩ r = φ, brl ∩ p = φ, (BC(bp1)∧ BC(brl) = φ)‖
brm ∩ p �= φ, (BC(bp2)∧ BC(brl) = φ)
i , l, and m ∈ {1, 2}, l �= m

5. bpi ∩ r = φ, brl ∩ p �= φ, ((BC(bp1)∧ BC(br1) = φ)‖
i and l ∈ {1, 2} (BC(bp2)∧ BC(br1) = φ))&&

((BC(bp1)∧ BC(br2) = φ)‖
(BC(bp2)∧ BC(br2) = φ))

6. bpi ∩ r = φ, brl ∩ p = φ, (BC(bp1)∧ BC(br1) = φ)‖
i and l ∈ {1, 2} (BC(bp2)∧ BC(br1) = φ)‖

(BC(bp1)∧ BC(br2) = φ)‖
(BC(bp2)∧ BC(br2) = φ)

p ∩ r �= φ In addition to the above BC(bpj )∧ BC(brm) = φ,
primary and backup cases, j and m ∈ {1, 2}, j �= i , m �= l
there is one backup–backup
relationship we need to consider
7. bpi ∩ brl = φ, i, l ∈ {1, 2}

8.3.1 Notation used

The following notation is used.
The network topology is represented as a directed graph G(N , L) with N nodes

and L links with W wavelengths on each link.

� k, l, m = 1, 2 . . . , L: number assigned to each link in the network.
� λ = 1, 2 . . . , W : number assigned to each wavelength.
� i, j = 1, 2 . . . , N (N − 1): number assigned to each s-d pair.
� di : demand for node-pair i , in terms of the number of lightpath requests.
� K = 3: number of alternate routes between every s-d pair.
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� M = 2: number of alternate routes for the link l. It is used only in the formulation of
link-based protection schemes.

� p = 1, 2, . . . , K W : number assigned to a path for each s-d pair. A path has an associated
wavelength (lightpath). Each route between every s-d pair has W wavelength continuous
paths. The first 1 ≤ p ≤ W paths belong to route 1, W + 1 ≤ p ≤ 2W paths belong to
route 2, and 2W + 1 ≤ p ≤ 3W paths belong to route 3.

� r : in link-base schemes, r = 1, 2, . . . , MW . It is a number assigned to an alternate path
for each link. In path-based schemes, r = 1, 2, . . . , K W . It is a number assigned to a
path for each node-pair. A path has an associated wavelength (lightpath). Each path has
W wavelength continuous paths, as in the definition of notation p.

� (i, p): refers to the pth path for s-d pair i .
� gl,λ takes a value of 1 if wavelength λ is used by some restoration routes that traverse link

l (binary variable).
� sl : number of wavelengths used by backup lightpaths, which pass through link l (variable).
� wl : number of wavelengths used by primary lightpaths, which pass through link l

(variable).
� δi,p: path indicator. It takes a value of 1 if (i, p) is chosen as a primary path and 0 otherwise

(binary variable).
� ψ

i,p
λ : wavelength indicator. It takes a value of 1 if wavelength λ is used by the path (i, p)

and 0 otherwise (data).
� ε

i,p
l : link indicator. It takes a value of 1 if link l is used in path (i, p) and 0 otherwise

(data).
The following notation is used only in the formulation of link-based schemes.

� (k, r ), (l, r ), (m, r ): refers to the r th alternate path for the links k, l, m, respectively.
� νl,r : path indicator. It takes a value of 1 if (l, r ) is chosen as a restoration path and 0

otherwise (binary variable).
� ε

k,r
l : link indicator. It takes a value of 1 if link l is used in restoration path (k, r ) and 0

otherwise (data).
� ψ

l,r
λ : wavelength indicator. It takes a value of 1 if wavelength λ is used by the restoration

path (l, r ) and 0 otherwise (data).
The following notation is used only in path-based schemes.

� ν j,r : path indicator. It takes a value of 1 if ( j, r ) is chosen as a restoration path and 0
otherwise (binary variable).

� I(i,p)( j,r ): link-disjoint indicator. It takes a value of 1 if paths (i, p) and ( j, r ) share link(s)
and 0 otherwise. If i = j , then p �= q (data).

� α(i,p)( j,r ): the number of shared links between paths (i, p) and ( j, r ) (data).

8.3.2 ILP formulation

The problem is formulated in the four schemes in such as way that some constraints
are common and some are different. In the following, the constraints are listed and
it is noted where they are applied. The four schemes are:
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(i) dedicated link protection
(ii) shared link protection

(iii) dedicated path protection
(iv) shared path protection.

The objective function and the following constraints apply to all four schemes.
Objective: the objective is to minimize the total number of wavelengths used on

all the links in the network (for both the primary and backup paths).
Minimize

L∑
l=1

(wl + sl) (8.2)

Link capacity constraint:

wl + sl ≤ W 1 ≤ l ≤ L (8.3)

Demand constraint for each node-pair:

K W∑
p=1

δi,p = di 1 ≤ i ≤ N (N − 1) (8.4)

Primary link capacity constraint: define the number of primary lightpaths traversing
each link.

wl =
N (N−1)∑

i=1

K W∑
p=1

δi,pε
i,p
l 1 ≤ l ≤ L (8.5)

The following constraints differ in different schemes.

(i) Spare capacity constraint: a definition of spare capacity is required on link l. A different
form of constraint applies in the different cases.
(a) Dedicated link protection:

sl =
MW∑
r=1

L∑
k=1

νk,rε
k,r
l 1 ≤ l ≤ L (8.6)

(b) This constraint is the same for shared link protection and shared path protection:

sl =
W∑

λ=1

gl,λ 1 ≤ l ≤ L (8.7)

(c) Dedicated path protection:

sl =
N (N−1)∑

i=1

K W∑
r=1

νi,rε
i,r
l 1 ≤ l ≤ L (8.8)
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(ii) Primary path wavelength usage constraint: only one primary path can use a wavelength
λ on link l, no restoration path can use the same λ on link l. A different form of
constraint applies in different cases.
(a) Dedicated link protection:

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ψ

i,p
λ +

2W∑
r=1

L∑
k=1

νk,rε
k,r
l ψ

k,r
λ ≤ 1 (8.9)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

(b) This constraint is the same for shared link protection and shared path protection:

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ψ

i,p
λ +

W∑
λ=1

gl,λ ≤ 1 (8.10)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

(c) Dedicated path protection:

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ψ

i,p
λ +

N (N−1)∑
j=1

K W∑
r=1

ν j,rε
j,r

l ψ
j,r
λ ≤ 1 (8.11)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

(iii) Demand constraints for link l. A different form of constraint applies in different cases.
(a) This constraint is the same for dedicated link protection and shared link protection:

there are two restoration routes for each link l, so that the demand on link l can be
met after any double-link failures:

W∑
r=1

νl,rψ
l,r
λ =

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ψ

i,p
λ (8.12)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

2W∑
r=W+1

νl,rψ
l,r
λ =

N (N−1)∑
i=1

K W∑
p=1

δi,pε
i,p
l ψ

i,p
λ (8.13)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

(b) This constraint is the same for dedicated path protection and shared path protec-
tion: there are two restoration routes for each primary call. Let x, y, z ∈ {0, 1, 2}
and x �= y �= z; t, u, v ∈ {x, y, z}, t �= u �= v:

(t+1)W∑
p=tW+1

δi,p +
(u+1)W∑

p=uW+1

δi,p =
(v+1)W∑

r=vW+1

νi,r (8.14)

1 ≤ i ≤ N (N − 1)

(iv) Restoration path wavelength usage constraint: this constraint only applies to shared
link protection and shared path protection.
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(a) Shared link protection:

gl,λ ≤
2W∑
r=1

L∑
k=1

νk,rε
k,r
l ψ

k,r
λ (8.15)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

2N (N − 1)Wgl,λ ≥
2W∑
r=1

L∑
k=1

νk,rε
k,r
l ψ

k,r
λ (8.16)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

(b) Shared path protection:

gl,λ ≤
N (N−1)∑

i=1

K W∑
r=1

νi,rε
i,r
l ψ

i,r
λ (8.17)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

N (N − 1)K Wgl,λ ≥
N (N−1)∑

i=1

K W∑
r=1

νi,rε
i,r
l ψ

i,r
λ (8.18)

1 ≤ l ≤ L , 1 ≤ λ ≤ W

(v) Backup multiplexing constraints. These constraints only apply to shared link protection
and shared path protection.
(a) Shared link protection

Backup multiplexing constraint 1: if link j is not on the alternate routes of link k
and link k is not on alternate routes of link j , then the first backup route of link
j and the first backup route of link k cannot share wavelength channel on their
common links (represents the backup multiplexing rule for case 1):

W∑
r=1

νk,rψ
k,r
λ ε

k,r
l +

W∑
r=1

νm,rψ
m,r
λ ε

m,r
l ≤ 1 (8.19)

1 ≤ k ≤ L , k + 1 ≤ m ≤ L , 1 ≤ l ≤ L , 1 ≤ λ ≤ W

Backup multiplexing constraint 2: if link j is not on the alternate routes of link
k and link k is on one of the alternate routes of link j , then there should be no
wavelength sharing between the backup route of j , which does not pass through
link k, and the first backup route of link k (represents the backup multiplexing rule
for case (2) and case (4)):

2W∑
r=1

νk,rψ
k,r
λ ε

k,r
l

(
1− εk,r

m

)+ W∑
r=1

νm,rψ
m,r
λ ε

m,r
l ≤ 1 (8.20)

1 ≤ k ≤ L , 1 ≤ m ≤ L , 1 ≤ l ≤ L , 1 ≤ λ ≤ W

Backup multiplexing constraint 3: if link j is on one of the alternate routes of
link k and link k is on one of the alternate routes of link j , then there should be
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no wavelength sharing between the backup route of link j , which does not pass
through link k, and the backup route of link k, which does not pass through link j
(represents the backup multiplexing rule for case (3)):

2W∑
r=1

νk,rψ
k,r
λ ε

k,r
l

(
1− εk,r

m

)+ 2W∑
r=1

νm,rψ
m,r
λ ε

m,r
l

(
1− ε

m,r
k

) ≤ 1 (8.21)

1 ≤ k ≤ L , k + 1 ≤ m ≤ L , 1 ≤ l ≤ L , 1 ≤ λ ≤ W

(b) Shared path protection
For the following constraints, let m, n ∈ {0, 1, 2}; s, s ′ ∈ {(m + 1) mod 3, (m + 2)
mod 3}, s �= s ′; t, t ′ ∈ {(n + 1) mod 3, (n + 2) mod 3}, t �= t ′.

Xi,m
λ = νi,mW+λψ

i,mW+λ
λ (8.22)

Constraints for backup multiplexing rules 1–3 in Table 8.1.
if I(i,s)( j,n) = 1, I(i,m)( j,t) = 1, and I(i,s ′)( j,t ′) = 1:

Xi,s ′
λ + X j,t ′

λ ≤ 1 (8.23)

1 ≤ i < j ≤ N (N − 1), 1 ≤ λ ≤ W

Constraints for backup multiplexing rules 4 and 5 in Table 8.1.
if I(i,s)( j,n) = 0, I (i, s ′)( j, n) = 0, I(i,m)( j,t) = 1, I(i,s)( j,t ′) = 1, and I(i,s ′)( j,t ′) = 1:

�(i,s−min)( j,t) = min
(
�(i,s)( j,t ′), �(i,s ′)( j,t ′)

)
Xi,s−min

λ + X j,t ′
λ ≤ 1 (8.24)

1 ≤ i, j ≤ N (N − 1), 1 ≤ λ ≤ W

Constraint for backup multiplexing rule 6 in Table 8.1:
if I(i,s)( j,n) = 0, I (i, s ′)( j, n) = 0, I(i,m)( j,t) = 0,I(i,m)( j,t ′) = 0, I(i,s)( j,t ′) = 1,
I(i,s)( j,t) = 1, and I(i,s)( j,t ′) = 1, I(i,s ′)( j,t) = 1, I(i,s ′)( j,t ′) = 1:

�(i,s−min)( j,t−min) = min
(
�(i,s)( j,t), �(i,s)( j,t ′), �(i,s ′)( j,t), �(i,s ′)( j,t ′)

)
Xi,s−min

λ + X j,t−min
λ ≤ 1 (8.25)

1 ≤ i < j ≤ N (N − 1), 1 ≤ λ ≤ W

For the following constraint, let m, n ∈ {0, 1, 2}; s, s ′ ∈ {m + 1, m + 2}, s �= s ′;
t, t ′ ∈ {n + 1, n + 2}, t �= t ′.
Constraint for rule 7 in Table 8.1:
if I(i,m)( j,n) = 1, I(i,s)( j,t) = 1, and I(i,s ′)( j,t ′) = 1:

Xi,s ′
λ + X j,t ′

λ ≤ 1 (8.26)

1 ≤ i, j ≤ N (N − 1), 1 ≤ λ ≤ W
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Table 8.2. The routes and wavelengths of primary and backup paths
under dedicated link protection

Node-pair Primary lightpath Backup lightpath 1 Backup lightpath 2

1 (1, 2), λ3 (1, 3, 2), λ3 (1, 5, 4, 2), λ3
5 (2, 1), λ3 (2, 3, 1), λ3 (2, 4, 5, 1), λ3

13 (4, 3, 1), λ1 (4, 2, 3), λ1 (4, 5, 3), λ1
(3, 2, 1), λ1 (3, 5, 1), λ1

20 (5, 4), λ2 (5, 3, 4), λ2 (5, 1, 2, 4), λ2

Fig. 8.2. A five-node eight-link network.

8.4 Examples and comparison

To compare and demonstrate the performance of these methods using the above
formulation, consider a simple five-node network as shown in Fig. 8.2. Assume the
network has one fiber per link and three wavelengths per fiber.

Suppose that four node-pairs are requesting one lightpath between them. In an
N -node network, there are N (N − 1) node-pairs. They are numbered sequentially.
The source node number i and the destination node number j for node-pair r are
determined by the following relationships:

i = �r/(N − 1)�
let k = r − (i − 1)× (N − 1)
then j = k, if k < i , else j = k + 1.

8.4.1 Link-based protection

The routes and wavelengths of primary and backup lightpaths for the dedicated
link protection are illustrated in Table 8.2. The routes and wavelengths of primary
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Table 8.3. The routes and wavelengths of primary and backup paths
under shared link protection

Node-pair Primary lightpath Backup lightpath 1 Backup lightpath 2

1 (1, 2), λ3 (1, 3, 2), λ3 (1, 5, 4, 2), λ3
5 (2, 1), λ2 (2, 3, 1), λ2 (2, 4, 5, 1), λ2

13 (4, 5, 1), λ3 (4, 3, 5), λ3 (4, 2, 1, 5), λ3
(5, 3, 1), λ3 (5, 4, 2, 1), λ3

20 (5, 4), λ2 (5, 3, 4), λ2 (5, 1, 2, 4), λ2

and backup lightpaths for the shared link protection for the same demand set are
illustrated in Table 8.3.

For each link on the primary path, two backup paths are provided and wavelengths
are reserved on these paths. In Table 8.2, each reserved wavelength on a link of
backup paths is dedicated to a link on a primary path. For example, λ3 on link
(2, 4) is reserved and dedicated to link (2, 1), which is a link on the primary path
2 → 1. Similarly, λ2 on link (2, 4) is reserved and dedicated to link (5, 4), which
is a link on primary path 5 → 4. In contrast, in Table 8.2, λ2 on link (2, 4) is
shared by backup path 2 → 4 → 5 → 1 and backup path 5 → 1 → 2 → 4. The
path 2 → 4 → 5 → 1 is the second backup path for link (2, 1) on primary path
2 → 1, while the path 5 → 1 → 2 → 4 is the second backup path for link (5, 4)
on primary path 5 → 4. Therefore one backup wavelength is saved by sharing the
wavelength on the common link in the shared link protection scheme.

An interesting observation is that the primary path for node-pair 13 in shared
link protection is different from the primary path for node-pair 13 in the dedicated
link protection scheme. The reason is that routing a primary for request 13 on path
4 → 5 → 1 rather than on 4 → 3 → 1 has better wavelength sharing on the backup
paths. This leads to minimum capacity utilization for this demand. The shared link
protection scheme utilizes a total of 23 wavelength links, while the dedicated link
protection scheme utilizes a total of 28 wavelength links for this demand. Shared
link protection saves about 18% capacity.

Even in larger networks with more wavelengths and requests, an improvement
of 10% or larger is noticed.

8.4.2 Path-based protection

The routes and wavelengths of primary and backup lightpaths for the dedicated path
and shared path protection schemes for the example network are given in Table 8.4.

In the dedicated scheme, each reserved wavelength on a backup path is dedicated
to a primary path. In contrast, in the shared scheme, λ3 on links (5, 1) and (2, 4)
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Table 8.4. The routes and wavelengths of primary and backup paths
under dedicated path and shared path protection

Scheme Node-pair Primary lightpath Backup 1 Backup 2

Dedicated 1 (1, 2), λ3 (1, 3, 2), λ2 (1, 5, 4, 2), λ2
5 (2, 1), λ3 (2, 3, 1), λ1 (2, 4, 5, 1), λ3

13 (4, 2, 1), λ1 (4, 3, 1), λ2 (4, 5, 1), λ2
20 (5, 4), λ3 (5, 3, 4), λ3 (5, 1, 2, 4), λ1

Shared 1 (1, 3, 2), λ3 (1, 2), λ3 (1, 5, 4, 2), λ1
5 (2, 3, 1), λ3 (2, 1), λ3 (2, 4, 5, 1), λ3

13 (4, 5, 1), λ2 (4, 2, 1), λ1 (4, 3, 1), λ1
20 (5, 3, 4), λ3 (5, 4), λ1 (5, 1, 2, 4), λ3

is shared by backup paths 2 → 4 → 5 → 1 and 5 → 1 → 2 → 4. λ1 on links
(5, 4) is shared by backup paths 1 → 5 → 4 → 2 and 5 → 4. λ1 on links (4, 2)
is shared by backup paths 4 → 2 → 1 and 1 → 5 → 4 → 2. λ3 on link (1, 2) is
shared by backup paths 1 → 2 and 5 → 1 → 2 → 4. Backup paths 2 → 1 and
4 → 2 → 1 cannot share backup capacity on their common link (2, 1) because of
backup multiplexing constraint 3 in Table 8.1. The routings for the primary paths
under dedicated and shared path schemes are different because the routing under
the shared path scheme yields maximum saving for total capacity. The shared and
dedicated path protection schemes use a total of 19 and 24 wavelength links for this
demand matrix, respectively. The shared path protection saves about 21% capacity.

For larger networks and more requests, the shared path scheme requires between
22.3% and 33.4% lower total capacity than the dedicated path scheme.

8.5 Dual-link failure coverage of single-failure protection schemes

As noted in the last section, double-link failures, i.e. any two links in the network
failing in an arbitrary order, are becoming critical in survivable optical network de-
sign. Multi-link failure scenarios can arise out of two common situations. First, an
arbitrary link may fail in the network, and before that link can be repaired, another
link fails, thus creating a multi-link failure sequence. Secondly, it might happen in
practice that two distinct physical links may be routed via the same common duct or
physical channel. A failure at that shared physical location creates a logical multiple-
link failure. Such instances where separate fiber optic links share a common failure
structure is often referred to as a shared-risk link group (SRLG) [120, 121, 215].
Simultaneous link failures can be treated as an arbitrarily ordered sequential failure
with no latency. In this chapter, it is assumed that there are two independent link
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failures, where recovery for the two failures is undertaken in a sequential order, i.e.
the system recovers from one failure and then attempts recovery from the second.

A significant finding is that designs offering complete dual-failure restorability
require almost triple the amount of spare capacity. In this chapter an alternative
approach is presented. This approach is based on a paradigm in which networks are
designed to achieve 100% restorability under single-link failures, while maximizing
coverage against any second-link failure in the network. In the event of a link failure,
the restoration model attempts to dynamically find a second alternate link-disjoint
end-to-end path to provide coverage against a sequential overlapping link failure.

In order to achieve efficient utilization of network resources, multiplexing of
resources across primary and/or backup paths may be employed. More than one
backup path may share resources as long as any failure in the network causes, at
most, one of the corresponding working connections to fail. This is often referred
to as shared-mesh protection or backup multiplexing. Shared-mesh protection is
employed to optimize the capacity utilization and to provide a 100% protection
guarantee for all single-link failure scenarios. It is of interest here to analyze the
performance of backup multiplexing to ascertain what percentage of second-link
failure scenarios can be dynamically tolerated after a single physical link failure
occurs.

Protection paths may also be provided by deconstructing the network into mul-
tiple subgraphs to mimic each failure scenario [171]. A connection is established
if it can be accepted in all subgraphs. This method does not require the explicit
allocation of backup resources in the network, but it does require the network to
reconfigure to a state corresponding to the fault that occurred. Reconfiguration can
be performed according to the scheme presented in [194]. Subgraph routing [171]
can also be extended to provide dual-failure restorability for a network provisioned
to tolerate all single-link failures.

Since networks are provisioned to tolerate all single-link failure scenarios us-
ing both shared-mesh protection and subgraph routing, additional link faults are
assessed. In the case of shared-mesh protection, additional backup paths are dynam-
ically calculated for all affected backup or primary connections. In a shared-mesh
protection scheme, this approach is similar to the protection-reconfiguration ap-
proach taken in [259]. With respect to subgraph routing, the approach is a recursive
one in that the set of subgraphs fails the link that has failed in the original network.
Attempted rerouting of the connections affected by the failed link is performed in
order to obtain second-link failure protection. The scheme is recursive because it
can be extended to an indefinite number of successive link failures as long as the
network remains adequately connected.

While node, link and shared-risk link group based subgraph routing [209] have
the ability to pro-actively protect against a wide variety of multiple link failures,
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Table 8.5. Primary and backup paths before failure

Requests Primary lightpath Backup lightpath

R1 (1→2) (1→2), λ1 (1→3→2), λ1
R2 (2→3) (2→3), λ1 (2→1→3), λ1
R3 (1→4) (1→5→4), λ1 (1→3→4), λ1

Fig. 8.3. (a) Routing of requests using shared-mesh protection. (b) Rerouting of
requests on failure of link 1 → 2.

they cannot protect against all possible multiple-link failure scenarios. Pro-active
subgraph routing has the advantage of providing protection for 100% of the failure
scenarios for which subgraphs are designed. Unfortunately, in the case of link fault
tolerant subgraphs, there are L(L − 1) possible dual-link failure states in a network
with L links. The problem grows with the number of failure scenarios.

The flexibility of the subgraph strategy also allows it to be used in the reactive
tolerance of link failures. The ability to tolerate a high percentage of multiple
overlapping sequential or unrelated simultaneous link failures, using the merits of
subgraph fault tolerance in a reactive manner, is the subject of this chapter.

8.6 Dual-link failure coverage using shared-mesh protection

Let the primary path of a request Ri be denoted by Pi and the two link-disjoint end-
to-end backup paths for tolerating two independent link failures e and f be Bi (e)
and Bi ( f ). Figure 8.3(a) depicts the primary and backup routes and wavelength
assignment using backup multiplexing or shared-mesh protection for three requests
(R1–R3). The routes and the wavelengths assigned for each request are also shown
in Table 8.5.



160 Managing multiple link failures

Table 8.6. Primary and backup paths after failure of link 1 → 2

Requests Primary lightpath Backup lightpath

R1 (1→2) (1→3→2), λ1 No routes possible
R2 (2→3) (2→3), λ1 (2→5→3), λ1
R3 (1→4) (1→5→4), λ1 No routes possible

The primary and backup connections for request R1 are given by 1 → 2, and
1 → 3 → 2, respectively, and are assigned wavelength λ1. Similarly request R2 is
assigned primary and backup routes 2 → 3 and 2 → 1 → 3, respectively. Since the
primary routes of the requests R1 and R2 do not share common links their backup
paths can share wavelength λ1. Connection request R3 is routed using primary and
backup routes 1 → 5 → 4 and 1 → 3 → 4 on wavelength λ1. The backup route
for R3 can be assigned the wavelength λ1 and it can share this wavelength with the
two other backup paths, since the corresponding primary paths are link-disjoint.

Let there be a failure at link e (1 → 2) as shown in Fig. 8.3(b). The affected
primary route is P1 : 1 → 2. The affected backup connections which were multi-
plexed on the affected link e correspond to requests R2 and R3, the primary and
backup path combinations of which are shown in Table 8.5.

After the failure of link e, B1(e) : 1 → 3 → 2 restores P1 and P2, respectively, as
shown in Tables 8.3 and 8.6. A new alternate backup connection corresponding to
P1 should be found on the graph so that the connection can tolerate a second failure
in the network. This backup connection is referred to as B1( f ), since it guarantees
restoration for the second failure f in the network. Assuming each request is of unit
capacity and each link is a bidirectional link having a capacity of one unit in each
direction, in the above example B1( f ) does not exist. Thus, this request cannot be
restored in the event of a second failure overlapping in time and incident on one of
the links of B1(e).

P2 corresponding to the backup connection B2(e), which was multiplexed on
the failed link 1 → 2, needs to find B2( f ). Since P2 remains unaffected by the
link failure, it can potentially reroute its backup such that B2( f ) can also be mul-
tiplexed. However, this is constrained by the available capacity on a link and more
importantly, the availability of an alternate backup path in the first place because
the failure of a critical link may cause a partition of the graph. It is important to
note that primary and backup connections that are unaffected by any link failures
remain uninterrupted in their service and are not rerouted.

The second alternate backup path for the connection R2 is given by B2( f ): 2 →
4 → 3. Moreover, the routing of request R1 along B1(e) would force R3 to search
for a new alternate backup path to tolerate a second link failure, due to the capacity
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constraint on link 1 → 3. However, request R3 fails to find B3( f ), and hence cannot
be recovered in the event of a second overlapping link failure along its primary
path.

8.7 Dual-link failure coverage: subgraph routing

In this section, the capability of the subgraph routing scheme to tolerate sequential
overlapping link failures in the network is studied. A network composed of nodes
and links can be viewed as a graph G, consisting of a set of V vertices and E edges,
or mathematically G = (V, E). There exists a set of subgraphs of G, denoted by Gi ,
where one edge ei is removed from the graph, Gi = {Vi = V, Ei = E− e}, where
e is an edge in the graph and L is the cardinality of the set of edges in the graph G.
Therefore there exist L subgraphs of graph G, one for each missing link e.

The set of L subgraphs represent all possible single-link failures in the network.
The original graph is referred to as the base network. The constituent subgraphs of
the base network are not referred to as networks because they correspond to a base
network state reached through failure of any one link.

In the subgraph routing strategy, a connection request is accepted in the base
network only if it can be routed in all the subgraphs. Hence, the accepted connections
are guaranteed restorability against all single-link failure scenarios. If any link, ei ,
fails in the network, the network transitions to the state of the subgraph, Gi , and
some of the connections directly unaffected by the failure in the base network are
potentially rerouted, corresponding to the routing of the requests in subgraph Gi .
Suppose link 1 → 3 fails. The network tries to restore all existing connections by
migrating to the subgraph G4 as shown in Fig. 8.4. In order to ensure that these
requests also have complete coverage against a second link fault in the network,
consider the situation where the corresponding failed link ei is deleted from the
other L − 1 sub-graphs, and route the compromised connections in G4 on the
remaining subgraphs. Connections that are accepted in all remaining subgraphs
satisfy complete 100% coverage against all overlapping dual-failure scenarios.
However, connections that are unsuccessful in being rerouted in the remaining
subgraphs are guaranteed restorability only against the initial single-link failure or
those second failures for which they may be rerouted. It is expected that connections
that are protected against all single-link failures, hopefully also have high coverage
for all possible sequential overlapping dual-link failures.

8.7.1 Dual-link subgraph routing complexity

The following section analyzes the complexity of the sub-graph routing algorithm
while ensuring complete dual-failure coverage. In order to route a connection Ri
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Fig. 8.4. Rerouting of requests upon failure of link 1 → 3.

in the base network, the connection needs to be routed in all of the L = |E | sub-
graphs. The time complexity of routing a request Ri in a network is governed by
the complexity of the routing algorithm. Dijkstra’s shortest-path algorithm can be
used for routing the connections in each of the L subgraphs. The complexity of
Dijkstra’s shortest-path algorithm is O(N 2) [223], where N is the total number of
nodes in the network. Thus, the overall complexity of routing these requests using
this algorithm is O(L × N 2). Notice that subgraph routing is not limited to using
only shortest-path routing, and can accommodate any other desired routing metric.

After the failure of the first link e, the network makes a transition from the
base network to the G th

e subgraph. To ensure restorability against failure of another
link f, a subset of connection requests need to be rerouted on the remaining L −
1 subgraphs, that is all subgraphs except graph Ge. The requests that need to
be rerouted on all the L − 1 subgraphs in order to tolerate a second fault would
require an additional worst-case computation of O(L × N 2). Thus the worst-case
complexity for routing each request for dual-failure survivability is O(L2 × N 2).

A variation of subgraph routing is called constrained subgraph routing. Con-
strained subgraph routing requires that each subgraph containing all of the links
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of the selected path of a request in the base network use the same path if the
path exists. In other words, if the path of a request contains l links, that re-
quest, if accepted, will be routed on the same path in the base network as well
as L − l subgraphs. Constrained subgraph routing increases the network perfor-
mance by decreasing the blocking probability and the probability of reassign-
ment when a failure occurs. The probability of reassignment is the probability
that an active connection in the network is reassigned in the event of a failure.
Constrained subgraph routing also lowers the time complexity of routing in sub-
graph routed networks. Instead of a complexity of O(L × N 2), assuming use of
Dijkstra’s shortest-path algorithm, an overall time complexity of O(l × N 2) is ob-
tained, where l is the length of the path. A path only needs to be selected for the
base network and the l subgraphs that do not contain all of the links of the path
selected in the base network. Other L − l subgraphs use the same path as in the base
network.

As a result of subgraph routing being a recursive technique, the time complexity
of connection recovery from a link failure also changes to O(l × N 2). This, along
with the original routing time complexity discussed in the previous paragraph,
yields an overall time complexity for single overlapping sequential link failures
of O(l2 × N 2) instead of the O(L2 × N 2) time needed in unconstrained subgraph
routing.

This formulation can be extended in a recursive fashion for any number of
sequential overlapping link failures. For r link failures O(lr ) graphs need to
be considered, yielding a complexity of O(lr × N 2) for constrained subgraph
routing.

8.8 Coverage computation

The performance of both the backup multiplexing and the subgraph routing schemes
are evaluated through simulation. Three topologies are used: the 14-node, 23-link
NSFnet; the 11-node, 22-link NJLATA; and a standard 9-node, 18-link 3×3 mesh-
torus.

The blocking probabilities for both schemes are computed in the absence as well
as the presence of faults in the system. A subgraph routing strategy offers consider-
ably lower blocking in the absence of faults compared to the backup multiplexing
scheme. For the purposes of the simulation, each link is assumed to be composed of
two unidirectional links, each with only one fiber. The total number of wavelengths
used is W = 16 for each fiber in each unidirectional link.

The performance of the network in the presence of faults is assessed in two ways.
In the first, an arbitrary link is failed randomly and repaired during the simulation
time frame as a fault would occur in a real world situation. In the second scenario,
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Fig. 8.5. Blocking probability vs. link load, c© IEEE. Source: M. T. Frederick,
P. Datta, and A. K. Somani, Evaluating dual-failure restorability in mesh-restorable
WDM optical networks, in ICCCN, 2004 [172].

the simulation is paused periodically, and the network state is tested against all
possible link failures. The simulation then continues without the network state
being altered by the occurrence of any fault.

The arrival of a request at a node follows a Poisson process with rate λ and is
equally likely to be destined to any other node. The holding time of the requests
follows an exponential distribution with unit mean. The capacity requirement of
each request is a full wavelength. The random link faults are assumed to occur
following a Poisson distribution.

The link load is a measure of the load placed on each link in the network at any
given time. It is useful in providing a baseline for the comparison of the effectiveness
of routing strategies across different network topologies. The link load can be
calculated using the formula γ = NλH/L , where N is the number of nodes in the
network, λ is the arrival rate of the requests per node, H is the average hop length
of each connection, and L is the total number of links in the network.

The blocking probability is illustrated in Fig. 8.5, which shows how the backup
multiplexing and subgraph routing perform with and without the presence of ran-
dom faults. The blocking probabilities of the subgraph routing strategy are ex-
tremely low compared to the backup multiplexing scheme and are reasonably close
to the blocking probability achieved in the presence of no faults.
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Figure 8.6 depicts the automatic sequential overlapping fault coverage, indicat-
ing that around 72–81% of connections are automatically covered for all possible
dual failures (across different topologies) without being rerouted in the subgraph
scheme as compared to 49–70% for the backup multiplexing routing strategy. The
automatic dual-failure coverage in the subgraph routing strategy is calculated as
the number of connections in the final subgraph Ge (reached by a failure in link e),
that do not need to be rerouted in the other subgraphs, and hence are automatically
covered for two link failures, the first failure being on link e.

High automatic coverage is important because it means that fewer connections
are rerouted in the event of a single link failure, in order to provide protection against
a second overlapping failure. Additionally, higher automatic coverage means that
active connections also have a better chance of being protected against a second
link failure because the connection does not have to attempt rerouting. The total
capacity reservation for tolerating a single fault in the backup multiplexing scheme
has been shown to be around 150–160% [305]. Thus the probability of reserving
a second path, in the event of a fault, to tolerate a second failure is extremely low
either due to lack of capacity in the network or due to graph disconnection caused
by the first failure.
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Dual-failure restorability in the presence of random faults is shown in Fig. 8.7
and is an indication of the degree of restorability that can be achieved by both algo-
rithms in the event of random faults in the system. The subgraph routing strategy
achieves a significantly higher degree of restorability compared to the backup mul-
tiplexing scheme. Although the backup multiplexing scheme is able to achieve total
restorability varying between ∼60–97% across different topologies, the subgraph
routing scheme achieves a restorability of over 95% for all topologies.

Dual-failure restorability in the presence of periodic faults, depicted in Fig. 8.8,
indicates the complete network-wide dual-failure restorability achieved by both the
restoration algorithms. In the presence of periodic faults, restorability is computed
by successively failing each link in the network, computing the coverage for a
second failure, and averaging it over all possible dual-failure scenarios. The network
is left in its original state. The total dual-failure restorability achieved by both the
algorithms is quite high (∼62–96%) except for MESH3×3 where the subgraph
routing strategy outperforms the backup multiplexing scheme.

Subgraph routing provides a passive form of redundancy without any physical
allocation of any redundant capacity in the network, by maintaining the state in-
formation of L distinct subgraphs of the network. Effectively, there is a trade off
between the physically redundant capacity that needs to be stored in the network to
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Fig. 8.8. Total restorability vs. link load for periodic testing, c© IEEE. Source:
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achieve fault tolerance in the case of backup multiplexing, and the reconfiguration
and redundant network states that need to be maintained in the subgraph routing
strategy. However, since network state information is always cheaper to maintain
than physical allocation of spare capacity, the subgraph routing strategy is a viable
alternative routing methodology in WDM optical networks.

8.9 Observations

Pro-active subgraph fault tolerance has the ability to protect against all possible
multi-link failures for which its subgraphs are designed. It also has the advantage
of having predetermined subgraph states that the base network can emulate in
the event of a failure. However, pro-active fault tolerance has the drawbacks of
not being able to handle all possible multiple-link failure situations, as well as
sequential overlapping link failures.

Reactive subgraph fault tolerance addresses some of these pitfalls by employing
a recursive method for tolerating numerous sequential overlapping failures. It can
also tolerate simultaneous multiple link failures simply by serializing the handling
of each individual fault. One of the drawbacks of reactive fault tolerance is that it can
rarely provide 100% protection for all connections against subsequent link failures,
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although simulation results have shown that protection against a subsequent link
failure is of the order of 75–96%. Another drawback is that it cannot simply begin
reconfiguring the network as soon as a multi-link fault occurs, but must first attempt
to reroute all compromised connections for one fault, and then handle another. For
example, if an SRLG were to fail in a reactive subgraph fault-tolerant network, each
of the link failures in the multi-link failure would have to be handled sequentially.
Network reconfiguration cannot occur until all faults are processed and recovered
from.

The best solution to multi-link fault tolerance is to employ a hybrid of reactive
and pro-active subgraph fault tolerance. Initially subgraphs are defined taking into
account link, SRLG [61, 70], or node failures, and could, in the event of an unrelated
or subsequent multi-link failure, incorporate the reactive form of subgraph fault
tolerance. Incorporating a hybrid approach to fault tolerance using subgraph fault
tolerance provides a complete solution to the problem of multiple link failures in
optical networks.
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Traffic grooming in WDM networks

Data traffic in ultra-long-haul WDM networks is usually characterized by large,
homogeneous data flows, and metropolitan area WDM networks (MAN) have to
deal with dynamic, heterogeneous service requirements. In such WAN and MAN
networks, equipment costs increase if separate wavelengths are used for each in-
dividual service. Moreover while each wavelength offers a transmission capac-
ity at gigabit per second rates (e.g., OC-48 or OC-192 and on to OC-768 in the
future), users may request connections at rates that are lower than the full wave-
length capacity. In addition, for networks of practical size, the number of available
wavelengths is still lower by a few orders of magnitude than the number of source-
to-destination connections that may be active at any given time. Hence, to make
the network viable and cost-effective, it must be able to offer subwavelength level
services and must be able to pack these services efficiently onto the wavelengths.
These subwavelength services, henceforth referred to as low-rate traffic streams,
can vary in range from, say, STS-1 (51.84 Mbit/s) capacity up to the full wavelength
capacity. Such an act of multiplexing, demultiplexing, and switching of lower-rate
traffic streams onto high-capacity lightpaths is referred to as traffic grooming. WDM
networks offering such subwavelength low-rate services are referred to as WDM
grooming networks. Efficient traffic grooming improves the wavelength utilization
and reduces equipment costs.

In WDM grooming networks, each lightpath typically carries many multiplexed
lower-rate traffic streams. Optical add–drop multiplexers (OADMs) add/drop the
wavelength for which grooming is needed and electronic SONET-ADMs multiplex
or demultiplex the traffic streams onto the wavelength. The act of switching the
traffic streams from one wavelength to another is performed by a cross-connect at a
node. That is, a traffic stream occupying a set of time slots on a wavelength on a fiber
can be switched to a different set of time slots on a different wavelength on another
fiber. However, this traffic stream switching capability comes at the cost of increased
cross-connect complexity. In addition to the space-switching of wavelengths, the

169
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Fig. 9.1. No traffic grooming.

cross-connect may have to be provided with wavelength conversion and time-
slot interchange equipment. Currently, all-optical wavelength conversion and all-
optical time-slot interchange devices are still not commercially available and it is
more economical to use electronic methods of implementation to incorporate these
features into the network. In the future, it may be possible to perform all-optical
traffic grooming.

To illustrate the importance of efficient traffic grooming using a simple example,
consider a WDM unidirectional path-switched ring (UPSR) with four nodes inter-
connected by fiber optic links with three wavelengths on each fiber. Each wavelength
has capacity of 2.5 Gbit/s (or OC-48 capacity). Suppose the traffic requirement is
for two OC-12 circuits between each pair of nodes in the ring. Then the total traffic
requests are 12 OC-12 circuits on each link or three OC-48 rings (thus at least three
wavelengths). Consider the following two assignments of traffic on the wavelengths
of the ring:

Assignment 1

λ1 = A ↔ D, C ↔ B
λ2 = A ↔ B, C ↔ D
λ3 = A ↔ C, D ↔ B
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Fig. 9.2. With traffic grooming.

Assignment 2

λ1 = A ↔ B, B ↔ D
λ2 = A ↔ C, B ↔ C
λ3 = A ↔ D, C ↔ D

Assignment 1 of the traffic to wavelengths would result in each node in the ring
requiring a SONET ADM for each wavelength as every wavelength is either for
receiving or transmitting at each node. This requires a total of 12 SONET ADMs.
This is equivalent to that number of SONET ADMs required in a point-to-point
WDM ring (Fig. 9.1) to support the same traffic. On the other hand, in Assignment 2
traffic is groomed efficiently so that only two SONET ADMs are needed at three
nodes (B, C, and D), while node A needs three SONET ADMs in the ring. Figure 9.2
depicts this scenario, giving a total requirement of only nine SONET ADMs.

Using another example, it is shown that the minimum number of ADMs is
not necessarily achieved with the minimum number of wavelengths. Consider a
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Fig. 9.3. Routing and wavelength assignment algorithm 1.

nine-node WDM/SONET bidirectional line-switched ring (BLSR) with nodes num-
bered from A to I in which two different routing and wavelength assignment (RWA)
algorithms have been used to route a common set of demands. Let the set of traffic
demands be A ↔ B, A ↔ C, B ↔ C, D ↔ E, E ↔ F, F ↔ D, G ↔ H, H ↔
I, and I ↔ G. Further, assume that each traffic demand is for a part wavelength
capacity. The traffic can be groomed using the following two different algorithms.
Figures 9.3 and 9.4 depict the two solutions.

RWA algorithm 1

λ1 = A ↔ B, B ↔ C, C ↔ A (three ADMs)
λ2 = D ↔ E, E ↔ F, F ↔ D (three ADMs)
λ3 = G ↔ H, H ↔ I, I ↔ G (three ADMs)

RWA algorithm 2

λ1 = B ↔ C, C ↔ A, E ↔ F, F ↔ D, G ↔ H (eight ADMs)
λ2 = A ↔ B, D ↔ E, H ↔ I, I ↔ G (seven ADMs)

The first RWA algorithm uses nine ADMs and three wavelengths to route the
traffic demands. The second RWA algorithm uses 15 ADMs and only two wave-
lengths to route the traffic demands. This shows that the RWA algorithm that uses
additional capacity uses fewer ADMs while that which uses additional ADMs may
route the traffic demands in a smaller number of wavelengths.
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Fig. 9.4. Routing and wavelength assignment algorithm 2.

9.1 Traffic grooming in WDM rings

Most applications of traffic grooming have been concentrated on providing efficient
network designs in SONET/WDM rings for improving the overall network cost. In a
SONET/WDM ring network, each lightpath carries several low-rate traffic streams.
The nodes in the ring network are equipped with OADMs and SONET ADMs.
These OADMs terminate only those lightpaths for which the traffic streams need
to source or sink at the node. The remaining lightpaths optically pass through the
node without any processing. The terminated lightpaths are converted to electronic
form and are each processed by a SONET ADM. The SONET ADM adds or drops
low-rate traffic streams from the channel stream and sends the channel back to the
OADM in optical form. The OADM then multiplexes the wavelength with other
wavelengths in the outgoing fiber. The goal is to reduce the need for higher-layer
electronic processing equipment (SONET ADMs), the cost of which dominates
over the cost of the optical equipment (number of wavelengths) in the WDM ring
network. Traffic grooming can be achieved based on whether they address static or
dynamic traffic.

9.2 Static traffic grooming in rings

The static traffic grooming problem is defined as follows. Given the traffic demand
set of low-rate connections needed between the node-pairs on the ring, assign the
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Fig. 9.5. An example of a single-hub ring.

traffic to wavelengths such that the number of SONET ADMs are minimized. Since
a set of lightpaths are established on the WDM network, this problem is a special
instance of the virtual topology design problem.

In [204] traffic grooming for different ring architectures is discussed. It is as-
sumed that electronic processing equipment at the nodes included SONET ADMs
and digital cross-connect systems (DCS) for cross-connecting and switching traffic
streams from one wavelength to another. In the best cost scenario, all the nodes in
the ring network are equipped with DCSs and each link has a one-hop lightpath to
the neighboring nodes. This ring is called a point-to-point WDM ring (PPWDM),
and uses the minimum number of wavelengths, but is the most expensive in terms
of electronic processing cost. On the other extreme, a fully-optical ring has no elec-
tronic cost since all the traffic streams are directly connected between nodes through
connecting lightpaths. However, it requires the maximum number of wavelengths.

A hub ring is one that has a node designated as a hub. The hub is the only node
to contain a DCS and has lightpaths connecting it directly to all other nodes. This
ring is wide-sense non-blocking, which implies that it can also support dynamic
traffic. Although this ring has the least non-zero electronic cost, it still requires
many wavelengths. Figure 9.5 gives an example of a hub ring.

A double-hub ring has two hubs with lightpaths connecting them to all of the
other nodes. Although this ring is rearrangeable and non-blocking, it is reasonably
efficient in the number of wavelengths and the electronic cost. Figure 9.6 depicts
an example of a double-hub ring.

A hierarchical ring is composed of two PPWDM subrings and performs as well
as a PPWDM ring at the expense of a few extra wavelengths. An example of a
hierarchical ring is shown in Fig. 9.7.
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Fig. 9.6. An example of a double-hub-ring.

Fig. 9.7. An example of a hierarchical ring.

An incremental ring is a ring network that is recursively defined from smaller
sections of the ring. It contains two types of nodes, namely backbone nodes and
local nodes. All wavelengths are terminated by transceivers at backbone nodes and
only a certain number of wavelengths are terminated at local nodes, which are
called transit wavelengths. The incremental ring is designed in such a way that it is
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equivalent to a PPWDM ring with the same number of wavelengths for incremental
traffic.

The various different ring architectures are compared in terms of wavelength
cost, transceiver cost, and the maximum number of hops. It is concluded that given
sufficient wavelength resources, the single-hub ring is a good choice since it has low
transceiver costs and can support dynamic traffic. The double ring is preferable for
dynamic traffic since it requires only half the number of wavelengths and has about
the same transceiver cost. When the wavelengths are precious, the PPWDM, hierar-
chical, and incremental rings are reasonable choices as they use a minimal number
of wavelengths. The PPWDM ring provides the most efficient use of wavelengths
for dynamic traffic but has maximum transceiver cost. Therefore, given some spare
wavelengths, the hierarchical ring can potentially reduce the transceiver cost, while
the incremental ring is best when the traffic is static.

In [200] the traffic grooming issues are further analyzed in UPSR and BLSR
WDM rings. The lower bounds on the number of ADMs in UPSR and BLSR
WDM rings are established using static and uniform traffic patterns. Ring intercon-
nection is also allowed in which low-speed traffic could be routed through different
SONET rings from source to destination. In particular, each pair of nodes has r
low-speed traffic streams between them. Each wavelength has a line speed indicated
by a parameter g (for granularity). For example, if the low-speed traffic streams are
OC-3 then each pair of nodes has r full duplex OC-3 communication. If each wave-
length is a SONET OC-48 ring, then g = 16 since 16× OC-3 rate = 1× OC-48
rate. Typically, BLSR/2 (a two-fiber bidirectional line-switched ring) performs sig-
nificantly better than UPSR in terms of both wavelengths and ADMs. However, for
finer low-speed traffic (static and uniform), that is if r is much smaller than g, then
the two bounds become closer. If ADMs are the dominant cost, UPSR cannot be
much costlier than BLSR/2. However, BLSR/2 can be used to significantly lower
the secondary cost of the numbers of wavelengths.

The research in [14, 15] develops algorithms to groom traffic in unidirectional
SONET/WDM ring networks. It is shown that the traffic grooming problem is
NP-complete by transforming the bin-packing problem (which is already known
to be NP-complete) into the traffic grooming problem in polynomial time. Several
scenarios for traffic grooming are considered. The first case considers the traffic
grooming problem for a ring with uniform, all-to-one node traffic. The lower bounds
on the number of wavelengths Wmin is developed from the aggregated low-speed
traffic Lmax at an egress node in a unidirectional ring network, Wmin = �Lmax/g�.
Different lower bounds on the number of ADMs are hence developed for the special
cases: (i) a uniform traffic pattern, (ii) a uniform traffic pattern with minimizing
ADMs subject to the minimum number of wavelengths, and (iii) all-to-all uniform
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traffic. Heuristics are designed and demonstrated to perform close to the lower
bound for the all-to-all uniform traffic pattern.

In another scenario, the distance-dependent traffic model is considered where
the amount of traffic between node-pairs is inversely proportional to the distance
separating them and a set of loose lower bounds and heuristics for the minimum
number of ADMs are developed. For all-to-all uniform traffic, it is proved that any
solution not using a hub can be transformed into a solution with a hub using fewer
or the same number of ADMs (a single-hub ring with a DCS at the hub).

The research in [310] proposed a suite of six heuristic algorithms for traffic
grooming and wavelength assignment under uniform and non-uniform traffic in
both unidirectional and bidirectional SONET/WDM rings. The problem is split
into two phases: (i) grooming the low-speed traffic into high-speed lightpaths and
(ii) grouping the lightpaths into SONET BLSR rings. The study shows that effec-
tively separating the wavelength assignment from traffic grooming helps to simplify
both problems and to obtain efficient solutions.

In the first phase, all the traffic demands are packed into as few rings (each ring
corresponds to a wavelength) as possible, where each circle has capacity equal to the
tributary rate and contains non-overlapping demands. In the second phase, multiple
circles are groomed together so as to maximize the overlap of end nodes. An end
node is a node that terminates a traffic connection in a circle. The maximization of
the overlap of end nodes is reflected as a minimization in the number of SONET
ADMs needed to satisfy the set of traffic demands. An optimal circle construction
algorithm for uniform traffic and a heuristic for circle construction for non-uniform
traffic have been developed. A generic circle grooming algorithm applicable to
both unidirectional and bidirectional rings is also developed. The results obtained
from the simulations demonstrate that the designed algorithms perform very well
in reducing the number of SONET ADMs as well as minimizing the number of
wavelengths. An example in [200] shows that the two-step approach in [204] can
lead to a 20% more cost-efficient design.

A similar two-phase approach for grooming arbitrary traffic in BLSR rings has
been proposed in [217]. In the first stage, primitive rings from the traffic requests
(which are denoted as arcs) are generated. The cost of each primitive ring is the
number of nodes in it. The objective in this phase is to obtain a set of primitive
rings such that the total cost of all primitive rings is minimum. In the next phase, the
primitive rings are grouped together such that each group forms a logical SONET
ring. The associated ADM cost of each group is the number of nodes contained in
this group and the total ADM cost is the sum of all the ADM costs for the groups.
Since both of these phases are NP-hard problems in themselves, heuristics are
devised for the generation of primitive rings and various approximation algorithms
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Fig. 9.8. Example of grooming streams for the same node-pair.

are presented for solving each subproblem in the optimal grooming of rings. Either
an exact or estimated approximation ratio for each algorithm is derived and proved
in [217]. The traffic grooming in WDM rings has also been studied in [12, 13, 117,
119, 130, 134, 142, 201, 202, 216, 220, 221, 222, 227, 228, 238, 307].

9.3 Dynamic traffic grooming in WDM networks

Most of the SONET traffic is groomed and set up in a static scenario. It is provisioned
once and remains in place for a long period of time. In the future, as IP becomes
the prevailing protocol over WDM and SONET, ADMs may no longer be required
to pack traffic onto the wavelengths. In this scenario, it is the responsibility of
the IP layer to effectively multiplex traffic onto wavelengths. These IP-over-WDM
networks are likely to be arranged in a mesh topology rather than a ring. More
importantly, the traffic requirements of IP are bound to change much faster than the
legacy traffic based on SONET. In such a scenario, it is important that dynamic traffic
grooming is employed so that the networks are able to efficiently accommodate
changes in traffic. Minimizing equipment costs in such a dynamic traffic grooming
scenario for SONET/WDM rings is an important consideration in [51].

It is possible to restrict traffic grooming in such a way that all traffic streams
that are groomed on a path originate and terminate at the same node-pair. For
example, in Fig. 9.8, traffic streams between node-pair (S1, D1), and traffic streams
between node-pair (S2, D2) are groomed on their respective paths. In another case,
it is possible that traffic streams between different node-pairs share a path. For
example, in Fig. 9.9 traffic streams between node-pair (S1, D1), and traffic streams
between node-pair (S1, D2) can share a link. Similarly, traffic streams between
node-pair (S2, D1) and traffic streams between node-pair (S2, D2) can share a link.

A WDM network may include two types of nodes: wavelength-selective cross-
connect (WSXC) nodes and wavelength-grooming cross-connect (WGXC) nodes.
Figures 9.10 and 9.11 show the node architecture of a WSXC and a WGXC node,
respectively. These network nodes are interconnected by fiber-optic links which
can be either bidirectional or unidirectional.

WSXC nodes have OXCs or OADM (if the node degree is two), which switch
full wavelengths from an input port to an output port, and add/drop wavelengths
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Fig. 9.9. Example of grooming streams for a different node-pair.
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Fig. 9.10. Wavelength select cross-connect node.

for electronic processing. All nodes have SONET-ADMs which groom the traf-
fic streams onto the added/dropped wavelengths. However, WSXC nodes cannot
switch traffic streams between wavelengths.

WGXC nodes, in addition to having the functionality of a WSXC, are capable
of time-slot interchange and can switch lower-rate traffic streams from a set of time
slots on one wavelength on an input port to a different set of time slots on another
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Fig. 9.11. Wavelength grooming cross-connect node.

wavelength on an output port. It is assumed that switching is fully non-blocking
and can be performed for all wavelengths from any input port to any output port.
Hence, full wavelength conversion capability is implicitly available at the WGXC
node. Such a node is said to have full grooming capability. If switching of lower-rate
traffic streams is performed only on a restricted number of wavelengths, then the
node is said to have limited grooming capability.

A network in which all the nodes are WGXC nodes is referred to as a full
grooming network. A network in which only some of the nodes of the network are
WGXC nodes is referred to as a sparse grooming network. On the other hand, a
network with only WSXC nodes and no WGXC nodes is referred to as a constrained
grooming network, since grooming is constrained to the ADMs at the nodes.

9.3.1 Connection setup and release

The connection setup and release procedure in traffic grooming networks is differ-
ent from the lightpath establishment process of conventional wavelength routing
networks. A low-rate traffic session is routed along a path traversing through inter-
mediate WSXC and WGXC nodes between the source and destination. If the path
traverses through one or more intermediate WGXC nodes then the traffic session
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Fig. 9.12. A wavelength grooming network, example A.

involves more than one lightpath. Lightpaths between the source, destination, or
intermediate WGXC nodes satisfy the wavelength continuity constraint, that is, the
traffic stream occupies the same wavelength on all the links of the path between
the source, destination, or intermediate WGXC nodes. However, lightpaths be-
tween WGXC nodes can be routed on different wavelengths. In this manner, each
lightpath typically carries many multiplexed lower-speed traffic streams. During
connection setup, it only needs to confirm whether the lightpaths, that have been
established earlier, have the required amount of capacity before they can be used
to accommodate the new traffic session.

9.3.2 Grooming example

Consider an example of a subnetwork, shown in Fig. 9.12, which is part of a bigger
mesh network. Assume a single wavelength is currently available on the path from
A to F. Let the capacity of the wavelength be C . Further assume that all the nodes
on the path are WSXC nodes. Suppose a request arrives for a connection from node
B to E for a line capacity of C/4. This is established immediately on the available
wavelength by configuring the OADMs at nodes B, C, and E, and by configuring
the OXC at node D (see Fig. 9.12). Note that the wavelength is added/dropped only
at nodes B and E, and not at nodes C and D.

Let a second request arrive for a connection from node A to node F for a line
capacity of C/4. This is also established on the same wavelength by setting up
lightpaths from A to B and from E to F, and by using the same lightpath on
the wavelength between B to E that was established for the first connection (see
Fig. 9.13).

In this process, the first traffic stream is not disturbed. The wavelength is now
added/dropped at four nodes, namely, A, B, E, and F.

Let a third request arrive for a connection from A to G for line capacity C/4.
However, this connection cannot be established on the wavelength and is blocked.
The reason is that the path for the third connection request from A to G deviates
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Fig. 9.13. A wavelength grooming network, example B.

Fig. 9.14. A wavelength grooming network, example C.

Fig. 9.15. A wavelength grooming network, example D.

away from the path of the lightpath on the wavelength and node D is only a WSXC
node (see Fig. 9.14).

Let a fourth request arrive for a connection from node C to D for a line capacity of
C/4. At this point, there are two options. (i) It can be assumed that any lightpath that
has been established should not be disturbed. Therefore, the traffic stream cannot
be established on the same wavelength and is blocked. (ii) However, if a temporary
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disturbance to the lightpath is acceptable, then the third call can be established on
the same wavelength by adding/dropping the wavelength at nodes C and D. The
lightpath is now split into three parts. This temporary disturbance is made possible
by the presence of fast reconfigurable OADMs and OXCs at the nodes. For the
network model, case (ii) is assumed and the nodes have fast OADMs and OXCs.
On the other hand, if nodes C and D happen to be WGXC nodes, then it is possible
to satisfy all the call requests.

When a call leaves the network, the lightpaths that are used to hold the traffic
connection release the capacity used by the traffic stream. However, the lightpaths
themselves might continue to operate over the wavelengths since they might have
other traffic streams multiplexed over them. If the traffic stream was the sole one to
have used the lightpath, then the lightpath itself can be released and the wavelengths
on the links can be freed.
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Gains of traffic grooming

The focus of this chapter is to provide an analytical framework and to obtain some
insight into how traffic grooming affects performance in terms of the call blocking
probability in different network topologies. Specifically, the performance of con-
strained and sparse grooming networks are compared using simulation-based stud-
ies. Constrained grooming corresponds to the case where grooming is performed
only at the SONET-ADMs on an end-to-end basis. Sparse grooming corresponds to
the case where, in addition to grooming at the SONET-ADMs, the cross-connects
at some or all of the nodes are provided with a traffic stream switching capability.
The goal is to develop techniques to minimize electronic equipment costs and to
provide solutions for efficient WDM network designs.

It has been established that wavelength conversion, that is, the ability of a routing
node to convert one wavelength to another, reduces wavelength conflicts and im-
proves the performance by reducing the blocking probability [149]. Lower bounds
on the blocking probability for an arbitrary network for any routing and wave-
length assignment algorithm are known [237]. It is further shown that the use of
wavelength converters results in a 10–40% increase in wavelength reuse. A re-
duced load approximation scheme to calculate the blocking probabilities for the
optical network model for two routing schemes, fixed routing and least-loaded
routing, has been used in [9]. This model does not consider the load correlation
between the links. Analytical models of networks, using fixed routing and random
wavelength assignment, taking wavelength correlation into account, have been de-
veloped in [219]. This work also studies the effects of path length, switch size, and
hop number on the blocking probability in networks with and without wavelength
conversion.

Sparse wavelength conversion and its effects on blocking performance have
been studied in [271]. Their analytical model takes into account both wavelength
correlation and the dynamic nature of the traffic. A new analytical technique based

184
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on the inclusion–exclusion principle for networks with no wavelength conversion
and random wavelength assignment has been developed in [185]. Other routing
algorithms have been also studied in [6, 46, 50, 58, 59, 77, 86, 113, 115, 128, 148,
151, 163, 167, 179, 226, 230, 231, 232, 246, 257, 262, 276, 306].

There has also been considerable interest in studying the performance of net-
works which utilize both TDM and WDM. Multi-wavelength TDM networks in
which time slots on a wavelength are dedicated to each source–destination pair is
developed in [195]. In [146] the performance improvements offered by wavelength
converters and time-slot interchanges are described for shared-wavelength TDM
networks and dedicated-wavelength TDM networks. However, the analysis is re-
stricted to all calls having uniform bandwidth requirements and occupying one time
slot on a wavelength.

Developing an analytical framework using the blocking performance of groom-
ing networks is the subject of this chapter. This model takes into account the capacity
distribution on a wavelength and the correlation on neighboring links given that
incoming calls are of varying capacity. Prior research has concentrated on the case
where the wavelength or a single time slot on a wavelength is considered as the
basic unit of bandwidth.

10.1 Network parameters

WDM grooming networks can be described using the following parameters.

(i) The network consists of V nodes with L links. Each link is bidirectional and consists
of a pair of fibers with W wavelengths each in each direction.

(ii) Each wavelength has capacity C and a parameter g (C is assumed to be divisible by
g) referred to as the granularity. A lightpath that traverses a wavelength can support
a maximum of g traffic streams. In other words, at most g low-rate traffic streams can
be multiplexed onto the lightpath. The capacity of a traffic stream can vary from C/g
(line-speed 1) to the full wavelength capacity C (line-speed g). A line-speed j traffic
stream is defined as a traffic stream occupying a capacity jC/g on the lightpath.

(iii) Calls arrive at a node according to a Poisson process with rate λ. Each call is equally
likely to be destined to any of the remaining V − 1 nodes. The arrival rate of calls λsd

for a node-pair (s, d) is then λ/(V − 1). Each call can request a line-speed j , where
1 ≤ j ≤ g. The arrival rate of calls at a source–destination pair and requesting a line-
speed j isλsd ( j). Each set of calls of line-speed j from a source to a destination requests
equal total capacity of calls in its line-speed class. In other words, if the combined
capacity of calls to a node-pair is say, K g, then each line-speed class contributes a
capacity of K through its call arrivals. For example, line-speed 1 traffic will have
K call arrivals, line-speed 2 will have K/2 call arrivals, and similarly line-speed
j traffic will have K/j call arrivals. Therefore, the probability, r j that a call is of
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line-speed j is

r j = 1/j∑g
i=1 1/ i

(10.1)

The expected value of j , E{ j} is then given by

E{ j} =
g∑

j=1

jr j = g∑g
i=1 1/ i

(10.2)

The arrival rate per unit line-speed per s-d pair is now defined as

λ̂sd = λsd E{ j} (10.3)

Here the term “unit line-speed” refers to the capacity of the lowest-granularity traffic
stream that can be groomed on to the lightpath. λ̂sd is essentially the arrival rate of
calls at s-d pairs in the network if all call requests are of the lowest granularity, i.e. of
line-speed 1.

(iv) Fixed-path routing is assumed, i.e. each call uses a prespecified path. If the path cannot
accommodate the call, then the call is assumed to be blocked and is lost.

(v) Call requests cannot be split up among wavelengths on a link. Specifically, it is assumed
that a traffic request can occupy only one wavelength on a link in the path. As explained
in the previous section, it is assumed that fast reconfigurable OADMs and OXCs are
available in the nodes. Hence a lightpath can be disturbed to multiplex a traffic stream
into it.

(vi) The duration of each call request is assumed to be exponentially distributed with unit
mean.

(vii) It is also assumed that there are enough receivers/transmitters at the nodes to handle
the traffic that originates from the nodes. The traffic from a node is then limited
by the degree of the node, the number of wavelengths on the fibers, and the capacity
of the wavelengths.

10.2 Modeling constrained grooming networks

An exact analysis of grooming networks is a hard problem. Therefore an approxi-
mate analytical model with reasonable computational requirements for constrained
grooming networks is developed and presented here. The analytical models pro-
vide the blocking probabilities of calls for different capacities and can be applied to
networks with arbitrary topologies using the parameters described in the previous
section. The model assumes random wavelength assignment (RWA) for analysis.
In this strategy, the wavelength to be assigned to a call is chosen randomly from the
set of available wavelengths on the path. Other algorithms such as first-fit and max-
sum provide better performance. However, they are considerably more complex to
analyze.
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10.2.1 Single-wavelength link

Consider a single-link, single-wavelength system with wavelength capacity C and
granularity g. Let λl( j) be the link arrival rates of traffic streams of line-speed j
(capacity jC/g). Let n j be the number of traffic streams of line-speed j multiplexed
into the wavelength. The wavelength can contain (n1, n2, . . . , n j , . . . , ng) traffic
streams of line-speeds from 1 to g provided:

0 ≤ n j ≤
⌊g

j

⌋
(10.4)

∑g
j=1 jn j ≤ g (10.5)

Let the call holding time be exponentially distributed with parameter µ. The
above system can be modeled as a Markov chain with a state space given by
(n1, n2, . . . , n j , . . . , ng) where n =∑g

j=1 n j is the total number of calls in the
system and values of n j satisfy constraints (10.4) and (10.5). The generator matrix
Q∗ of the Markov process governing the system can be formed according to the
following rules. For a state transition:

(i) From state (n1, n2, . . . , n j , . . . , ng) to state (n1, n2, . . . , n j + 1, . . . , ng), provided
constraints (10.4) and (10.5) are satisfied. The arrival of a call of line-speed j and
the transition rate is given by λl( j).

(ii) From state (n1, n2, . . . , n j , . . . , ng) to state (n1, n2, . . . , n j − 1, . . . , ng), provided
n j > 0. Denote the departure of a call of line-speed j . The transition rate is given
by n jµ.

(iii) The diagonal elements of the matrix are negative such that the sum of all the elements of
any row in the matrix equals zero. Specifically their value is given by−λs − nµ, where
λs is the sum of only those λ j rates, with valid single-call arrivals so that constraints
(10.4) and (10.5) would not be violated.

(iv) For all other state transitions, the transition rate is zero.

The stationary probability vector X at an arbitrary time for the generator Q∗ is
the unique solution to the equations:

XQ∗ = 0, Xe = 1 (10.6)

where e is a column vector of ones. Hence the elements of vector X are
x(n1, n2, . . . , n j , . . . , ng) which correspondingly provide the probability that the
system is in state (n1, n2, . . . , n j , . . . , ng). Once the steady-state probability vec-
tor X is calculated, we obtain the blocking probability Q( j) of the class- j traffic
stream by

Q( j) = 1−
g− j∑
i=0

Xc(i) (10.7)
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Fig. 10.1. A two-hop single-wavelength system.

where Xc(i) is the sum of only those probability values x(n1, n2, . . . , n j , . . . , ng)
of X such that the corresponding state (n1, n2, . . . , n j , . . . , ng) yields a capacity of
i , i.e.

∑g
k=1 knk = i .

10.2.2 Analysis of a single-wavelength two-hop path

Consider the two-hop, single-wavelength system as shown in Fig. 10.1. Let λN ( j)
be the arrival rates of traffic streams of line-speed j using only link A, i.e. the traffic
stream enters at node 1 and leaves at node 2. Such traffic streams are denoted as
type-N traffic streams. Let λM ( j) be the arrival rates of traffic streams of line-speed
j using only link B, i.e. the traffic stream enters at node 2 and leaves at node 3. Such
traffic streams are denoted as type-M traffic streams. Let λL ( j) be the arrival rates
of traffic streams of line-speed j which use both links A and B, i.e. it denotes the
arrival of traffic that enters at node 1, continues through node 2, and leaves at node 3.
Such traffic streams are denoted as type-L traffic streams. Type-L traffic streams
are not a part of type-N or type-M traffic streams.

Let n j and m j be the number of traffic streams of line-speed j multiplexed onto
the wavelength at links A and B, respectively. Let l j correspond to the number of
traffic streams of line-speed j which continue on both links A and B. Hence the
wavelength at link A contains N = (n1, n2, . . . , n j , . . . , ng) and L = (l1, l2, . . . ,

l j , . . . , lg) traffic streams and link B contains M = (m1, m2, . . . , m j , . . . , mg) and
L = (l1, l2, . . . , l j , . . . , lg) traffic streams provided:

0 ≤ n j , m j , l j ≤
⌊g

j

⌋

0 ≤
g∑

i=1

j · n j +
g∑

k=1

k · lk ≤ g

0 ≤
g∑

i=1

j · m j +
g∑

k=1

k · lk ≤ g (10.8)
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Let the call holding time be exponentially distributed with parameter µ. The
above system can be modeled as a Markov process with a state space given by (n1,
n2, . . . , n j , . . . , ng−1, ng, m1, m2, . . . , m j , . . . , mg−1, mg, l1, l2, . . . , l j , . . . , lg−1, lg).
Let n =∑g

j=1 n j , m =∑g
j=1 m j , and l =∑g

j=1 l j be the total number of traffic
streams of types N, M, and L, respectively with the state space variables satisfying
constraints in Eq. (10.8). The generator matrix Q∗ of the Markov process governing
the system can be formed according to the following rules. For a state transition:

(i) From state (n1, n2, . . . , n j , . . . , ng, M, L) to state (n1, n2, . . . , n j + 1, . . . , ng, M, L)
provided constraints in Eq. (10.8) are satisfied denotes the arrival of a type-N call of
line-speed j . The transition rate is given by λN ( j). Similar transition rates apply for
type-M and type-L call arrivals.

(ii) From state (n1, n2, . . . , n j , . . . , ng, M, L) to state (n1, n2, . . . , n j − 1, . . . , ng, M, L)
provided n j > 0 denotes the departure of a type-N call of line-speed j . The transition
rate is given by n jµ. Similar transition rates apply for type-M and type-L call departures.

(iii) The diagonal elements of the matrix are negative such that the sum of all the elements
of any row in the matrix equals zero. Specifically their value is given by −λs − (n +
m + l)µ, where λs is the sum of only those λ j rates for all N-, M-, and L-type traffic
streams, with valid single-call arrivals that will not violate constraints in Eq. (10.8).

(iv) For all other state transitions, the transition rate is zero.

The stationary probability vector for the two-hop path Y at an arbitrary time for
the generator Q∗ is the unique solution to the equations

YQ∗ = 0, Y e = 1 (10.9)

The elements of vector Y , y(n1, n2, . . . , n j , . . . , ng, m1, m2, . . . , m j , . . . , mg,
l1, l2, . . . , l j , . . . , lg) give the probability that the system is in the corresponding
state specified in the parentheses. The blocking probabilities QN ( j), QM ( j) and
QL ( j) of traffic streams of types N, M, and L, respectively, on the two-hop path can
be obtained in a manner similar to Eq. (10.7).

10.2.3 A multi-hop single-wavelength path

A multi-hop single wavelength path (referred to as a wavelength-path) may be mod-
eled in two ways to calculate the blocking probability. The first model, based on link
independence, assumes the wavelength capacity distribution on the wavelength on
a link is independent of that of neighboring links. In the second model, wavelength
capacity correlation is also considered between wavelengths on successive links of
the path. The probability of blocking on a multi-hop single wavelength-path uses
the results for the two-hop single wavelength-path derived in the previous section.
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10.2.3.1 Independence model

In this model, the load on the wavelengths of the link is assumed to be independent
of the loads of wavelengths on other links. The independence model has been
shown to give reasonable estimates for densely connected network topologies or
for networks with low end-to-end traffic loads. Consider an h-hop wavelength-path
v0, v1, v2, . . . , vh−1, vh , where λ

(i)
l , 1 ≤ i ≤ h, is the arrival rate at link (vi−1, vi ).

Using the results of Section 10.2.1, the values of Qi ( j) for the i th hop in the path
are obtained. The end-to-end blocking probability Qv0vh ( j) that a class- j call is
blocked on the path is simply given by the product form

Qv0vh ( j) = 1− [1− Qv0v1 ( j)][1− Qv1v2 ( j)]

· · · [1− Qvh−1vh ( j)] (10.10)

However, the above model is inaccurate for sparse topologies and in the case of
high traffic on multi-hop calls. In this case, one needs to consider a wavelength
correlation model.

10.2.3.2 Capacity correlation model

A Markovian correlation model based on the wavelength capacity distribution to cal-
culate the blocking probability is more appropriate here. On this single wavelength-
path, given the load of hop 1, 2, . . . , i − 1, the load on hop i is dependent only on the
load on hop i − 1. Consider an h-hop path v0, v1, v2, . . . , vh−1, vh from source v0

to destination vh . Let λ
(1)
l , λ

(2)
l , . . . , λ

(h)
l be the link arrival rates at hops 1, 2, . . . , h,

respectively. Specifically, the calls corresponding to λ
(i)
l at link i enter the path at

node i − 1 and leave at node i , where 1 ≤ i ≤ h. Let λ(1)
s , λ(2)

s , λ(3)
s , . . . , λ(h)

s be the
segment arrival rates at wavelength segments of length 1, 2, 3, . . . , h, respectively
where each segment starts at the source node v0. Specifically, calls corresponding
to λ(i)

s for segment i enter the path at the source node v0 and leave the path at node
i . It is to be noted that λ(1)

s is the same as λ
(1)
l .

A call of line-speed j on this wavelength-path can be established if each link
of the wavelength-path has adequate capacity to accommodate the call. Due to the
correlation assumption, the blocking probability of a call of line-speed j on the
h-hop wavelength-path can be calculated, using the results from the two-hop path
in the previous section. This is done as follows.

(i) Divide the path into the following set of two-hop paths:

(v0, v1, v2), (v0, v2, v3), . . . ,

(v0, vi , vi+1), 1 ≤ i ≤ h − 1

. . . , (v0, vh−2, vh−1), (v0, vh−1, d) (10.11)

(ii) For each two-hop path, (v0, vi , vi+1), 1 ≤ i ≤ h − 1 in the above set, its associated
arrival rates are λN = λ(i)

s , λM = λ
(i+1)
l , and λL = λ(i+1)

s .
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(iii) Using the arrival rates, obtain the steady-state probability vector Xi (N , M, L), 1 ≤ i ≤
(h − 1) for each two-hop path (v0, vi , vi+1), using the procedure described in Section
10.2.2.

(iv) For a given wavelength, calculate the end-to-end blocking probability Qv0vh ( j) of a
call of line-speed j (or capacity jC/g) on the h-hop wavelength-path from v0 to vh as

Qv0vh ( j) = 1− Pr{capacity jC/g is available

on the two-hop path (v0, vh−1, vh)}
= 1− Pr{cap. jC/g is available on link h|

cap. jC/g is available on segment (v0, vh−1)}
× Pr{cap. jC/g is available on segment (v0, vh−1)}

The above formulation leads to a recursive function by viewing the segment
(v0, vh−1) as a two-hop path with the middle node as vh−2. In general, a segment
(v0, vi+1) can be viewed as a two-hop path with node vi as the middle node. That is,
the first i spans are viewed as the first hop and the (i + 1)th span as the second hop.
Using the chain rule of probability, the following is obtained:

Pr{ jC/g is available on segment (v0, vi+1)}

=
∑

∀valid N i

∑
∀valid Li

{ ∑
∀valid Mi

Xi (N i , Mi , Li )

×Pr{capacity is available on segment (s, vi )|Li−1 = Li ⊕ N i }
}

(10.12)

0 ≤ CN i + CLi ≤ g − c

0 ≤ CMi + CLi ≤ g − c

1 ≤ i ≤ (h − 1) (10.13)

N i , Mi and Li are the set of N -, M-, and L-type call vectors for the two-hop
path of (v0, vi , vi+1), respectively. For example, Xi (N i , Mi , Li ) gives the steady-state
probability values for the two-hop system of (v0, vi , vi+1) when the call combinations
are N i , Mi , and Li . The variables CN i , CMi , and CLi in Eq. (10.13) are the total capacity
of N -, M-, and L-type calls, respectively, on the two-hop path of (v0, vi , vi+1). The
valid vector combinations of N i , Mi , and Li for Eq. (10.12) are defined so that the
inequalities in Eq. (10.12) are satisfied.

The operation Li−1 = Li ⊕ N i is defined such that the number of calls, l (i)
j , of

capacity j , that use both the first and second links of the two-hop path (v0, vi , vi+1),
and the number of calls, n(i)

j , of capacity j that use only the first link of the two-hop path

(v0, vi , vi+1), are added together, l (i)
j + n(i)

j , to yield l (i−1)
j , which is the number of calls

of capacity j that use both the first and second links of the two-hop path (v0, vi−1, vi )
on the channel.
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10.2.4 Network analysis

Using the end-to-end blocking probability for a single wavelength-path, the path
blocking probability can be calculated using the wavelength independence, assum-
ing that the distribution of capacity on a wavelength on a link is independent of
the distribution of capacity on the other wavelengths on the same link. From the
blocking probability Q p( j) of line-speed j calls for a wavelength-path, the path
blocking probability for path p with W wavelengths is given by

Pp( j) = [Q p( j)]W (10.14)

In this case, Q p( j) is calculated using the procedure given in the previous sub-
sections. The analysis in the previous sections assumes that the single wavelength
arrival rates at the links and segments of the network are known. Hence, if λ(l)( j)
is the arrival rate of line-speed j calls at the link, the arrival rate at the wavelength
λw

(l)( j) can be estimated by

λw
(l)( j) = λ(l)( j)

W
(10.15)

Typically, the traffic in a network is specified in terms of a traffic matrix A which
specifies the offered load between pairs of stations. There are j traffic matrices,
with each traffic matrix A j corresponding to traffic loads of line-speed j . The
offered loads between node-pairs are used to estimate the load at the links and
segments of the network. However, the offered load between node-pairs is not
entirely carried by the links as some of the calls are blocked. The extent of call
blocking is in turn dependent on the offered load. This interdependence between
the blocking probability and the offered load leads to a set of coupled non-linear
equations called the Erlang map [19] and its solution is called the Erlang fixed-point
solution. The holding time of all the calls between the node-pairs are exponentially
distributed with unit mean. Thus the offered loads at the links and nodes are equal
to their respective arrival rates.

Hence if the probability of blocking of a line-speed j call on a link l on the path
is Pl( j), the probability of blocking of a line-speed j call on path p is Pp( j), and
the arrival rate of a line-speed j call on path p is λp( j), then a good approximation
[19] for the arrival rate of a class- j call at link l is given by

λl( j) =
∑
∀p|l∈p

λp( j)
1− Pp( j)

1− Pl( j)
(10.16)
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A similar formula also applies to determining the arrivals of class- j calls, λs( j)
at a segment s of a path,

λs( j) =
∑
∀p|s∈p

λp( j)
1− Pp( j)

1− Ps( j)
(10.17)

Of course, Pp( j) is in turn determined by the link and segment arrival rates
and is calculated by using the procedure given in Subsection 10.2.3.2 and using
Eqs. (10.14) and (10.15). The average blocking probability for a line-speed j call
in the network is then given by

PB( j) =
∑

∀p λp( j)Pp( j)∑
∀p λp( j)

(10.18)

The probability that a call is of line-speed j is r j , hence the blocking probability
of a call, PB, irrespective of its line-speed, is

g∑
j=1

PB( j)r j (10.19)

But the expected capacity of a call is E{ j}C/g, where E{ j} is as defined in
Eq. (10.2). Therefore, the average capacity lost, CL, due to call blocking can be
expressed as

CL = PB E{ j}/g (10.20)

This gives rise to a system of non-linear equations for the constrained grooming
network. The following iterative procedure is used to solve for PB( j) for all paths.
Define λ

(i)
l ( j), λ(i)

s ( j), Q(i)
p ( j), P (i)

p ( j), P (i)
B ( j), P (i)

l ( j), and P (i)
s ( j) as the values

obtained at the end of the i th iteration for the respective variables without the
superscript (i). First set Q(0)

p ( j), P (0)
p ( j), P (0)

B ( j), P (0)
l ( j), and P (0)

s ( j) to zero and i
to 1 as part of the initial conditions. Then follow the iterative method specified in
the following.

(i) Determine the link arrival rates, λ
(i)
l ( j), using Eq. (10.16). Using the wavelength

capacity correlation, the segment arrival rates, λ(i)
s ( j), are determined using Eq. (10.17).

The respective wavelength arrival rates are obtained using Eq. (10.15).
(ii) In the case of wavelength correlation, the methods given in Subsections 10.2.2 and

10.2.3.2 used to calculate Q(i)
p ( j), P (0)

l ( j), and P (0)
s ( j) can be used. Otherwise, for

wavelength independence the methods specified in Subsections 10.2.1 and 10.2.3.1
are used to calculate Q(i)

p ( j) and P (0)
l ( j).

(iii) Calculate P (i)
p ( j) using Eq. (10.14).

(iv) Calculate P (i)
B ( j) using Eq. (10.18).
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(v) If the absolute percentage difference between P (i)
B ( j) and P (i−1)

B ( j) is smaller than a
preselected threshold value, ε (say, ε = 1× 10−3), then terminate. Otherwise, incre-
ment i and go to step (ii).

It should be mentioned that the above iterative procedure does not always con-
verge to a solution. In particular, the procedure for the correlation model case is
highly sensitive to input traffic data and is prone to failing to converge. Although
there exist methods such as Newton’s method that are guaranteed to converge,
this method is used since it is computationally efficient and simpler, and generally
converges within a few iterations for most cases.

10.3 Sparse grooming network

In a sparse grooming network, only some (say K ) of the N nodes of the network are
provided with full grooming capability. Instead of calculating the blocking perfor-
mance of each of the

(
N
K

)
placement combinations, a probabilistic approach similar

to [268] can be used to obtain an ensemble average. Let q be the probability that
a node is equipped with full grooming capability such that on average there are
K = Nq WGXC nodes in the network. The probability q is referred to as the
grooming factor, and results in a binomial distribution of WGXC nodes in
the network with mean Nq . Consider an h-hop path s, 1, 2, . . . , i, . . . , h − 1, d
and the blocking probability of a call of line-speed j on the path is computed.
Using a recursion formula that uses the principle that node i on the path is the last
WGXC node from s and there are no WGXC nodes after node i until node d is used,
a relation for the blocking probability can be obtained. A call of line-speed j is not
blocked if (i) it is not blocked on the first i hops of the path and (ii) a capacity jC/g
exists on the last h − i hops of the path. Assuming that the wavelength occupancy
on a link is independent of the wavelength occupancy of the other links on the
paths, the two events (i) and (ii) can be considered to be independent. Using this,
the blocking probability of a call of line-speed j on an h-hop path can be calculated
as

P (h)
p ( j) = P(the call is blocked |

no WGXC nodes are on the path)

×P(no WGXC nodes are on the path)

+
h−1∑
i=1

P(Blocking | node i is the last WGXC node

on the path from s)

×P(node i is the last WGXC node)
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which is given by

P (h)
p ( j) = [

Qw
(sd)( j)

]W
(1− q)h−1

+
h−1∑
i=1

[
1− [1− P (i)

p ( j)
]{

1− [Qw
(id)( j)

]W}]
q(1− q)h−i−1 (10.21)

Qw
(ik)( j), where i, k are nodes on the path p, is calculated using the single-hop

wavelength link model specified in Subsection 10.2.1. Note that the correlation
model cannot be directly applied here as the event of blocking on the last h − i
hops is not independent of the event of blocking on the first i hops. To obtain the
overall blocking in an arbitrary network, the iterative procedure in the previous
section is used, where line 3 of the procedure needs to be replaced as:

3. Calculate P (h)
p ( j) using Eq. (10.22).

10.4 Validation of the model

The analytical model in the previous section is used and blocking probabilities
for two network topologies, a 16-node mesh-torus and an eight-node ring, under
constrained and sparse grooming conditions are calculated. To verify the accuracy of
the proposed analytical models, simulation studies are used to compare the results. A
simulation study for a six-node network based on a non-blocking centralized switch
configured as a WGXC and WSXC is performed. Simulations are run in batches of
106 calls each, until the blocking values between successive call batches differ by
less than 0.1%. Similarly, the iterative procedure for analysis is stopped when the
performance values between successive iterative steps differ by less than 0.1%.

In the case of a 16-node mesh-torus under constrained (with all WSXC nodes)
and sparse grooming (with all WGXC nodes) conditions, the independence model
provides reasonable estimates for the blocking probability at different line-speeds
as shown in Figs. 10.2 and 10.3. For the constrained grooming case in Fig. 10.2,
the correlation model provides more accurate estimates than the independence
model. For the case of the ring, shown in Figs. 10.4 and 10.5, the correlation model
provids more accurate estimates than the independence model for high line-speed
connections. In both models, accuracy of the estimates decrease as the line-speed of
the call decrease. The large differences in magnitude between the blocking for high
and low line-speed connections makes it more difficult for the models to accurately
predict the blocking at both high and low magnitudes. In fact, this effect is more
pronounced in the case of the ring network due to the high load correlation of
links.

Compared to constrained grooming, sparse grooming offers an order of magni-
tude decrease in blocking probability for high line-speed connections and a multiple
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Fig. 10.2. Blocking probability vs. load per station in Erlangs for a constrained
grooming 4× 4 mesh-torus network with W = 5 and g = 4. (LS: line-speed, Sim:
simulation, Corr: correlation model, Inde: independence model.) c© IEEE. Source:
S. Thiagarajan and A. K. Somani, A capacity correlation model for WDM networks
with constrained grooming capabilities, in ICC 2001 [277].
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Fig. 10.3. Blocking probability vs. load per station in Erlangs for a sparse grooming
4× 4 mesh-torus network with W = 5 and g = 4. (LS: line-speed, Sim: simula-
tion, Inde: independence model.)
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Fig. 10.4. Blocking probability vs. load per station in Erlangs for a constrained
grooming eight-node ring network with w = 5 and g = 2. (LS: line-speed, Sim:
simulation, Corr: correlation model, Inde: independence model.)
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Fig. 10.5. Blocking probability vs. load per station in Erlangs for a sparse grooming
eight-node ring network with W = 5 and g = 2. (LS: line-speed, Sim: simulation,
Inde: independence model.)
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Fig. 10.6. Capacity loss due to blocking vs. grooming factor, q for a 4× 4 mesh-
torus network with W = 5 for different g.
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Fig. 10.7. Capacity loss due to blocking vs. grooming factor q for an eight-node
ring network with W = 5 for different g.
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Fig. 10.8. Capacity loss due to blocking vs. granularity g for a non-blocking
centralized switch with constrained and sparse grooming and attached to six access
station nodes, W = 5

orders of magnitude decrease in blocking for low line-speed connections. The
reason for this is in part due to the fact that smaller connections groom better
and switch easier into wavelengths and also in part due to the assumption of ran-
dom wavelength assignment for traffic streams. This shows that sparse grooming
offers a significant improvement in blocking performance even for random wave-
length assignment and better performance for other wavelength assignment schemes
can be obtained, as compared to the random wavelength assignment scheme.

In Figs. 10.6 and 10.7, the effects of sparse grooming and granularity on the
capacity loss, CL, are observed, due to blocking of calls in the mesh-torus and the
ring under low link loads (0.01 for the ring and 0.05 for the mesh). Here, the offered
load at the nodes in terms of wavelength capacity is kept constant over different g. As
is obvious, in both networks, CL decreases as q is increased. Here the case for q = 0
corresponds to a constrained grooming network and that for q = 1 corresponds to
a sparse grooming network with all WGXC nodes. However, it is interesting to
note that the rate of decrease in CL for the ring is more than that of the mesh. CL

increases with an increase in granularity (g). This increase in CL is more due to
the ineffective packing of traffic streams by the random wavelength assignment
algorithm and can possibly be improved by using a better wavelength assignment
scheme. Finally, the effects of g on a non-blocking centralized switch network
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connected to six access stations in both constrained and sparse grooming conditions
are considered. Studying such a network provides the lower bound on the blocking
performance as blocking occurs only at the links leading to the access stations.
Here interestingly, as g is increased, the capacity loss due to blocking of a WSXC
node increases while that of a WGXC node decreases. This suggests that in some
cases, increasing the granularity might be beneficial for a sparse grooming network.

Based on the above analysis, the following observations are made. (i) The cor-
relation model captures the system behavior better than the independence model.
(ii) Both of the models are accurate in providing estimates for high line-speeds.
However, they do not exhibit the same level of accuracy for low line-speeds
in sparse networks. (iii) Compared to constrained grooming, sparse grooming
offers at least an order of magnitude decrease in blocking probability for high
line-speed connections and a multiple orders of magnitude decrease in blocking
for low line-speed connections. (iv) The performance improvement is not equal
for traffic of different line-speeds. (v) At low link loads in a network, increasing
the granularity of traffic on a lightpath results in an increase in capacity loss due
to blocking for constrained grooming networks but results in an improvement in
some cases for sparse grooming networks.
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Capacity fairness in grooming

In the last chapter, the characteristics of traffic grooming WDM networks with
arbitrary topologies were studied from the perspective of blocking performance.
It has been shown that the blocking performance is not only affected by the link
traffic and the routing and wavelength assignment strategy, it is also affected by the
arrival rates of different low-rate traffic streams, their respective holding times and
more importantly, the capacity distribution of the wavelengths on the links. In such
networks, call requests arrive randomly and can request for a low-rate traffic con-
nection to be established between the source and the destination. Under dynamic
traffic conditions, call requests that ask for capacity nearer to that of the full wave-
length experience a higher probability of blocking than those that ask for a smaller
fraction. In fact, the difference in blocking performance between the high- and low-
capacity traffic streams becomes more significant as the traffic stream switching
capability of the network increases. This difference in blocking performance for
different capacities is directly affected by the routing and wavelength assignment
policy that is used to route the call request. Hence, it is important that a call request
is provided with its service in a fair manner commensurate with the capacity it
requests. This capacity fairness is different from the fairness measure based on hop
count that has traditionally been addressed in the literature [11].

In optical networks without wavelength conversion, due to the wavelength con-
tinuity constraint there is an increase in probability of a call request being blocked.
As the path length from the source to the destination increases, the blocking prob-
ability of the corresponding call request further increases. Hence in a network with
no wavelength conversion, long paths have a higher blocking probability than short
paths. Wavelength conversion can be employed at the network nodes to reduce the
blocking of longer-hop connections. Wavelength conversion for WDM networks
was studied in [149, 219, 237, 268]. It has been shown that wavelength converters
reduce wavelength conflicts and improve the performance by reducing the blocking
probability. But an increase in the wavelength conversion capability of the network

201
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results in the network admitting longer-hop paths that consume more network re-
sources. This increases the blocking probability of shorter-hop paths, compared to
their performance in networks with no wavelength conversion.

11.1 Managing longer paths

Several techniques have been used to handle requests that require longer path lengths
in the network [11].

One way to handle such requests while improving the fairness is to use a reserva-
tion technique. In this case, some wavelengths are exclusively reserved for longer-
hop paths on every link. The longer-hop paths can also compete with the shorter-hop
paths for other wavelengths. This partly solves the problem.

In another method, called the protecting threshold technique, the traffic on long
paths is protected from the traffic on short paths by admitting the short-path traffic
only when the link utilization is below a given threshold. This leads to fairness in
blocking.

Alternatively, a limited alternate routing method also improves fairness. In this
method, long paths have a larger number of alternate paths than short paths. By
limiting the number of alternate connections in short paths, more long-path con-
nections can be accommodated.

All of these methods introduce fairness by regulating the admission of connection
requests based on the path length at the expense of an increase in the overall blocking
probability. They can be grouped into the general category of algorithms called
connection admission control algorithms.

Usually, the common metric in evaluating the performance of dynamic rout-
ing and wavelength assignment (D-RWA) algorithms is the blocking probability.
However, a good D-RWA algorithm for traffic grooming networks should treat all
call requests in a “fair” manner while ensuring efficient utilization of the network.
Usually, the problem of D-RWA is separated into the subproblems of routing and
wavelength assignment and solved independently. Some of the dynamic wavelength
assignment (D-WA) algorithms, such as first-fit (FF) [112], random assignment (R)
[179], most-used (MU) [24] and max-sum (MS) [273], were designed in a network
scenario where the full wavelength was the basic unit of bandwidth. However, in
WDM networks capable of traffic grooming, the basic unit of bandwidth is a traffic
stream, the capacity of which can be less than that of a wavelength.

In the next section, a definition for fairness is presented. The fairness performance
of traditional D-WA algorithms in terms of capacity in a traffic grooming WDM
network is also studied. It is observed that these algorithms do not treat call requests
of different capacities in a fair manner. This motivates the need for a good mech-
anism to provide capacity fairness. A new connection admission control scheme
is then developed, which can be used along with existing wavelength assignment
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algorithms to attain fairness in capacity. This algorithm achieves fairness in capacity
while not over-penalizing the network blocking performance.

11.2 Capacity fairness

In a network, where every user pays for the bandwidth that is requested and con-
sumed, it is important that every user receives the same type of services as any other.
The network system that offers the service must be fair and should not have any
inherent bias against a particular subset of users. Although this concept of fairness
is simple to understand, the exact definition of fairness is, however, extremely case-
dependent and goal-dependent upon the networking issues involved. In addition, it
is usually the case that any efforts by a control mechanism to ensure fairness on an
issue results in the degradation of performance in other qualities of the network.

The capacity fairness is defined as follows. The connection requests arrive ran-
domly at a node-pair. A traffic stream of line-speed j is defined as a j traffic stream.
A connection that requests a j traffic stream is referred to as a j call request. Sup-
pose each class of traffic streams generates the same amount of combined capacity.
(Otherwise, the model needs to be generalized to handle a variable amount of traffic
for different rates.) In such a case, it can be expected that the calls of high capacity
are blocked more often than those of small capacity if no specific measures are taken.
In fact, as the number of WGXC nodes increases, i.e. the traffic stream switching
capability in the network, there is more than an order of magnitude difference in
blocking probability between the calls of highest and lowest capacity. A user who
has knowledge of this unfairness can request the total required capacity in smaller
traffic units rather than as a whole. This is unfair to those users who are either
ignorant of the unfairness and/or cannot request their total capacity in splittable
flows. To prevent this, i.e. to achieve capacity fairness, the blocking probability
of a high-capacity call (say of line-speed m) should equal the combined blocking
performance of m calls of line-speed 1. Hence, the following definition of fairness
is used.

Definition. Capacity fairness is achieved when the blocking performance of m
calls of line-speed n is equal to the blocking performance of n calls of line-
speed m.

At this point, it is assumed that a user who requests capacity in terms of a smaller
number of calls relinquishes all accepted calls immediately, even if one of them
is blocked. The scenario, where the user can request a set of calls and accept or
reject a subset of the accepted set is not considered. Therefore, if pm is the blocking
probability of a class-m call and pn is the blocking probability of a class-n call,
then to achieve capacity fairness

1− (1− pm)n = 1− (1− pn)m ∀m, n : 1 ≤ m, n ≤ g (11.1)
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In addition, an algorithm should achieve capacity fairness while keeping the
overall blocking probability to an acceptable level. The overall blocking per-
formance of the network can be defined in terms of the blocking probability per
unit line-speed of the call requests. When capacity fairness is achieved, accord-
ing to Eq. (11.1), the blocking probability, p j , of a class- j call is the same as
the blocking performance value of j class-1 calls, whose blocking probability is
p1, i.e.

p j = 1− (1− p1) j (11.2)

or

p1 = 1− j
√

1− p j (11.3)

Hence using Eq. (11.3), an estimate of p1 from p j can be obtained. This estimate,
p̂ j , is referred to as the blocking probability per unit line-speed of a class- j call.
Now the overall network blocking probability per unit line-speed, P̂ , is given by

P̂ =
∑g

j=1 p̂ j

g
(11.4)

Recall that λ̂sd should be the equivalent arrival rate of calls at s-d pairs in the
network if all call requests are of the lowest granularity, i.e. of class 1. For a given
physical topology, all incoming call requests are of class 1 and their arrival rate per
node-pair is λ̂sd , then the corresponding network blocking performance Q obtained
is the best estimate for P̂ when capacity fairness is achieved.

It is usually the case that the unfairness in an algorithm affects calls of the
highest or the lowest capacity more than calls of intermediate capacity. Keeping
this in mind, a good estimate of fairness can be provided by using just the blocking
performance of the highest- and lowest-capacity calls. Hence, the fairness ratio
Fr for an algorithm running a network can be defined as the ratio of blocking
probability per unit line-speed of the call with the highest line-speed (g), p̂g, to the
blocking probability per unit line-speed of the call with the lowest line-speed (1),
p̂1, or

Fr = p̂g

p̂1
(11.5)

If the value of Fr is greater than 1, then the algorithm is said to favor high-capacity
call requests over low-capacity call requests and vice versa. Therefore, if Fr for an
algorithm is close to 1, then it can be reasonably assumed that the algorithm is also
fair to calls of all capacities. Therefore a good admission control algorithm should
ensure that P̂ is close to Q and at the same time ensure capacity fairness using
Eq. (11.1) and have a fairness ratio close to 1.
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Fig. 11.1. The fairness ratio versus node load in Erlangs for a bidirectional 6× 6
mesh-torus with g = 4 and W = 5.

11.3 Fairness performance of RWA algorithms

A simulation study of the call blocking performance in a 6× 6 bidirectional mesh-
torus network to study the capacity fairness property of various wavelength as-
signment algorithms is performed in [278, 280]. Several wavelength assignment
schemes, including random, first-fit, most-used, max-sum, and best-fit wavelength
assignment schemes are evaluated for the grooming networks. In the best-fit wave-
length assignment algorithm, among the available wavelengths for the traffic re-
quest, the traffic stream is assigned to that wavelength which has the least free
capacity remaining when the incoming traffic stream is accommodated.

The mesh-torus network is selected for comparison over the other topologies
such as a ring, hypercube, etc. because of various interesting topological properties.
Compared to the ring, the mesh-torus has more connectivity, which can help to
generate a good amount of traffic switching at the nodes. Also compared to the
hypercube, the average hop length is larger in the mesh-torus network, which also
gives rise to a good amount of load correlation between the links.

Only a small number of wavelengths would really be used for wavelength-level
grooming as the other wavelengths are likely to be used to carry full wavelength
capacity traffic. Therefore, for all the evaluation cases, the number of wavelengths
(W) per fiber is assumed to be 5. The granularity (g) of the wavelength is assumed
to be 4. This means that a traffic stream can ask for a minimum of a quarter of the
capacity of the wavelength.

Figure 11.1 depicts the fairness ratio versus the node load in Erlangs. It is ob-
served that for low node loads, the fairness ratio is high indicating that high-capacity
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Fig. 11.2. The fairness ratio versus the number of WGXC nodes for a bidirectional
6× 6 mesh-torus with g = 4 and W = 5.

calls are favored more than low-capacity calls. But as the node load is increased,
the network traffic as a whole is increased. This increases the blocking proba-
bility of both low- and high-capacity connections. Hence all calls irrespective
of whether they are high or low capacity start to experience blocking. It is ob-
served that the best-fit performs the best with respect to fairness and provides
the fairness ratio that is closest to 1. On the other hand, the max-sum algorithm,
which provides the least overall network blocking compared with the other wave-
length assignment algorithms considered, has the highest fairness ratio at low
loads in the network. This means that it performs poorly when it comes to the
fairness.

11.4 Connection admission control for fairness

The fairness ratio increases as the number of grooming nodes, i.e. WGXC nodes,
in the network is increased (see Fig. 11.2). Initially when no WGXC nodes are
present in the network, the connections of high capacity have a lower blocking
probability per unit line-speed than those with low capacity. But as the grooming
capability of the network is increased, a reversal is observed and connections of high
capacity have a higher blocking probability per unit line-speed than low-capacity
connections. The reason for this is that low line-speed connections groom better and
fit more easily into wavelengths than high line-speed connections. It is interesting
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to note that when the number of grooming nodes is around 10–15, the fairness
ratio is close to 1. The max-sum algorithm also has the highest fairness ratio when
the grooming nodes are high, and the lowest fairness ratio (away from one) when
there are no grooming nodes in the network. This motivates the need for effective
schemes to achieve capacity fairness, in particular when the grooming nodes are
present (and required) in the network.

The following algorithm works along with any routing and wavelength assign-
ment algorithm and introduces capacity fairness by exercising connection admission
control using run-time blocking performance information. Connection admission
control (CAC) is simply defined as the set of actions that are to be taken upon a
call arrival in order to establish whether to accept or reject the connection request.
Connection admission control relies on two factors. The first is that incoming call
requests can specify their network requirements and the second is on the ability of
the system to measure, monitor, and update the global state of the network, which
in this case is the blocking performance of calls of various capacities at the nodes.
Since the algorithm makes its decision to accept or reject a call based only on the
current blocking values, the CAC algorithm is effective only after the network has
been up and running for quite some time. This is because initially the blocking
performance of the network may be inaccurate or may not be known. Due to the
dependence of the algorithm on such a “warm-up” period, the algorithm should
not be relied upon to provide capacity fairness during this period before attaining
an accurate and stable run-time blocking probability. Hence the CAC procedure is
assumed to be carried out when the network is in a state where there are previously
established traffic streams and wavelengths are already assigned to those traffic
streams in the network. The CAC algorithm uses the run-time blocking probabili-
ties p j of calls of class j in the network. The CAC algorithm is independent of the
routing and wavelength assignment scheme and can work along with any routing
and wavelength assignment scheme. The procedure for the CAC algorithm is as
follows.

Assume a new call arrives for a node-pair (s, d) and requests a capacity j to be
established from s to d .

(i) Check if a traffic stream of capacity j can be established on the path, i.e. whether
enough capacity exists in terms of wavelengths to carry the traffic stream. If the path
cannot be established, reject the call.

(ii) Obtain an estimate of the overall network blocking probability per unit line-speed, P̂ ,
from Eq. (11.4) and the blocking probability per unit line-speed of the class j calls,
p̂ j , from Eq. (11.3).

(iii) If ( p̂ j ≥ P̂) then accept the call and go to step vi.
(iv) Let qm = (P̂ − p̂ j )/P̂ .
(v) Reject the call with probability qm .
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Fig. 11.3. The fairness ratio versus the node load in Erlangs for a bidirectional
6× 6 mesh-torus with g = 4 and W = 5.

Fig. 11.4. The overall network blocking probability per unit line-speed versus
node load in Erlangs for a bidirectional 6× 6 mesh-torus with g = 4 and W = 5.
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(vi) If the call is not rejected, start the wavelength assignment algorithm for the set of
available wavelengths on the path to establish the connection. Update the blocking
performance parameters.

The factor qm is referred to as the mean ratio. Essentially, qm is the rejection
probability for the call. Another estimation for the rejection probability can be
obtained using the standard deviation D of the blocking probability per unit line-
speed values, p̂ j , 1 ≤ j ≤ g. In this case qD is given by

qD = (P̂ − p̂ j )/(D) (11.6)

The factor qD is referred to as the deviation ratio. qD can be substituted for
qm in the algorithm. The fairness performance for the two cases of the algorithm
is shown later on. As the network services the calls that arrive, due to changes in
network topology or traffic, it might happen that the current blocking of the network
might differ significantly from the average blocking performance calculated over
the lifetime of the network for the algorithm. To ensure accuracy in the estimation
of blocking, a rolling window of the most recent set of call arrivals can be used
and the blocking performance can be estimated using only those call arrivals rather
than considering the complete set of calls since the network started operation.

11.4.1 Performance of the CAC algorithm

The performance of the connection admission control scheme is studied using the
same simulation as described earlier. The network topology is a 6× 6 mesh-torus.
The performance is compared when the CAC algorithm is used along with the
first-fit wavelength assignment scheme and when the FF scheme is used without
the CAC scheme. The network scenario when there are no grooming nodes in the
network is also considered. In the fairness ratio graph shown in Fig. 11.3, it is
observed that both of the CAC schemes (mean ratio and deviation ratio) achieve
excellent fairness where the fairness ratio is equal to 1 when compared to the first-
fit algorithm, where the fairness ratio is less than 1. This confirms that the CAC
algorithm works well under high-load scenarios in the network.

The overall network blocking probability per unit line-speed that is required to
achieve the fairness is shown in Fig. 11.4. It is observed that there is a relatively
small and consistent increase in blocking performance of the CAC-FF scheme when
compare to just the FF scheme. This shows that the CAC can achieve capacity
fairness with little increase in overall network blocking probability per unit line-
speed.



12

Survivable traffic grooming

As mentioned in earlier chapters, due to the high bandwidths involved, any link
failure in the form of a fiber cut has catastrophic results unless protection and
restoration schemes for the interrupted services form an integral part of the network
design and operation strategies. Although network survivability can be implemented
in the higher layers above the optical network layer (e.g., self-healing in SONET
rings and the ATM virtual path layer, fast rerouting in MPLS and changing routes
using dynamic routing protocols in the IP layer), it is advantageous to use optical
WDM survivability mechanisms since they offer a common survivability platform
for services to the higher layers. For example, it is possible that several IP routes
may eventually be routed through the same fiber. Hence the failure of a single
fiber may affect multiple routes, possibly alternative paths for an IP route. Thus,
protection at the IP layer requires complete knowledge of the underlying physical
fiber topology.

As discussed earlier, a variety of optical path protection schemes can be designed
using concepts such as disjoint dedicated backup paths, shared backup multiplexing,
and joint primary/backup routing and wavelength assignment. Lightpath restoration
schemes, on the other hand, do not rely on prerouted backup channels but instead
dynamically recompute new routes to effectively reroute the affected traffic after
link failure. Although this saves bandwidth, the timescale for restoration can be
difficult to specify and can be of the order of hundreds of milliseconds. Hence
in a dynamic scenario, path protection schemes are likely to be more useful and
practical than path restoration schemes.

Lightpath protection schemes for WDM networks with grooming capabilities
when the traffic demand is dynamic and consists of low-rate traffic streams are
of interest as they offer a unique challenge [39, 48, 123, 140, 275]. Specifically,
protection against any single-link failure at the optical network layer using a one-
to-one optical path protection scheme is preferred. The following questions are of
interest.

210
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� How to optimally multiplex the primary and backup traffic streams onto a wavelength on
a link?

� How to extend the multiplexing to traffic stream paths in the network?
� Is it better to multiplex the primary and backup streams together onto the same wavelength

or is it better to segregate them to different wavelengths?
� What is the effect of such a grooming policy on the blocking performance?
� How does the topology and the RWA algorithm affect the choice of grooming?
� Evaluation of the effectiveness of the grooming policies on different topologies with

different RWA algorithms.

Every physical link is assumed to have a fixed number of wavelengths and the
blocking probability of traffic stream connections is considered as the primary
performance metric. Calls for a source–destination pair arrive randomly and can
request a low-rate dependable traffic connection to be established between the node-
pair for the duration of the call. The call request is served by first establishing a
primary (working) traffic stream path (TSP) and then establishing a link-disjoint
backup (protection) TSP. If either the backup or the primary TSP cannot be set
up, then the traffic stream request is assumed to be blocked. Indeed, the backup
TSP does not carry any information, but takes over the role of the primary in the
case of a link failure on the primary TSP. Hence the backup path can also be used
to carry preemptable low-priority traffic, which is interrupted when the original
primary path fails. Both the primary and the backup TSPs can traverse through the
intermediate WSXC and WGXC nodes between the source and destination. A TSP
can traverse more than one lightpath on its path from the source to the destination.
Thus each lightpath typically carries many multiplexed lower-speed traffic streams,
each of which can be either a primary TSP or a backup TSP.

In addition to the above, to reduce the overhead of backup traffic streams, the
bandwidth sharing technique, namely backup multiplexing [256] is used. In this
technique, only a small fraction of the link resources, i.e. a fraction of the wave-
length, is reserved for all the backup traffic streams going through the link. The
basic idea is the same as in the case of full wavelength routing, i.e. the two backup
TSPs can share part of the wavelength capacity if their corresponding primary
(working) TSPs do not fail simultaneously. This happens when the primary paths
are link-disjoint, for a single-link failure model.

In this chapter, the dynamic establishment of primary and backup traffic streams
and their grooming onto the WDM network are considered in detail.

12.1 Traffic stream multiplexing on a single wavelength link

Consider a wavelength w on a fiber link l with capacity C . Typically, many traffic
stream paths of varying capacity can be groomed onto the wavelength. These TSPs
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can be either primary or backup traffic streams. Let CP denote the total capacity
required for all primary TSPs on the link. Let CB denote the total capacity required
for all backup TSPs on the link. The free (unused) capacity, CF, is then given by
CF = C − CB − CP. Primary TSPs are distinctly multiplexed on the wavelength
so that they occupy their individual capacities on the wavelength. Hence, if P =
{p1, p2, p3, . . . , pn}, with respective capacities {cp

1 , cp
2 , cp

3 , . . . , cp
n }, is the set of

primary TSPs that traverse the link, then CP = cp
1 + cp

2 + cp
3 + · · · + cp

n . On the
other hand, backup TSPs share the capacity using the resource sharing technique of
backup multiplexing [256]. Let B = {b1, b2, b3, . . . , bn} denote the set of backup
TSPs traversing the wavelength w on link l. Let their respective capacities be
{cb

1, cb
2, cb

3, . . . , cb
n} and their respective primary TSPs be denoted by the set Q =

{q1, q2, q3, . . . , qn}. Hence a primary TSP qi with capacity cb
i has a corresponding

backup TSP bi . Under the single-link failure model, the exact total backup capacity
CB needed to handle all possible cases of single-link failures can be calculated
using Algorithm 12.1(b).

Algorithm 12.1(a). Algorithm to calculate CB for wavelength w for link l with
capacity C .

1: For each link i, i ∈ L. i �= l
2: SpareCapacity (i)= 0
3: For each primary TSP. q j ∈ Q
4: If q j contains link i then
5: SpareCapacity (i) = SpareCapacity (i)+ c j

i

6: EndIf
7: EndFor
8: EndFor
9: CB = max {SpareCapacity (i)}, ∀i �= l

Algorithm 12.1(b). Dynamic algorithm to calculate Cmax
B for wavelength w for link

l with current backup capacity Cmax
B and a new arrival of backup TSP bsd , where

l ∈ bsd , with capacity csd and the primary TSP can be set up on psd .

1: For each link i , i ∈ psd , i �= l
2: SpareCapacity (i) = csd

3: For each primary TSP, q j ∈ Q
4: If q j contains link i then
5: SpareCapacity (i) = SpareCapacity (i)+ c j

i

6: EndIf
7: EndFor
8: EndFor
9: Cmax

B = max{Cmax
B , SpareCapacity (i)},∀i �= l
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The algorithm can be modified to serve the dynamic case where there is already
precomputed backup capacity, Cprev, serving the set of backup paths, B. Let a new
backup traffic stream request bsd for a capacity csd arrive at the wavelength channel.
Assume that its primary traffic stream path psd can be established in the network.
In this case, one only needs to calculate the spare capacity for each link j of the
primary path psd , where j ∈ psd . The new backup capacity Cnew is max{Cprev, s j },
where s j are the spare capacities obtained for each link j of the primary path
psd . If Cnew ≤ Cprev, then no extra capacity on the channel need be reserved as
backup capacity and the backup traffic stream is established over the wavelength.
Otherwise, the backup path can be established if the free capacity CF is at least
Cnew − Cprev. The algorithm for the dynamic case is shown in Algorithm 12.1(a).

It should be noted that to allocate a primary path, say psd of capacity csd , one
needs to ensure that there is csd capacity free on the wavelength. When a traffic
stream connection leaves the network, the primary and backup traffic stream paths
are released. The capacity of the primary channel needs to be released and is added
to CF. For the backup path, the algorithm simply removes the traffic stream from the
channel and runs Algorithm 12.1(a) for the link to obtain the new backup capacity.
Alternately, one may check whether or not the backup capacity for the released
connection must be released. Depending on the scenario under which the algorithm
is operating, the two algorithms may result in a similar complexity.

12.2 Grooming traffic streams on the network

Traffic stream paths in the network can be either primary or backup traffic streams.
Such traffic streams can be groomed onto the wavelengths in two ways.

(i) Both primary and backup TSPs can be groomed onto the same wavelength. This is
referred to as a mixed primary–backup grooming policy (MGP).

(ii) The wavelength can consist of either primary or backup traffic streams but not both.
This is referred to as a segregated primary–backup grooming policy (SGP).

Figure 12.1 depicts an example of MGP and SGP on a link with three wave-
lengths. The capacity on the wavelength can essentially be grouped into three
types: capacity used by the primary TSPs or primary capacity (PC), capacity used
by the backup TSPs or backup capacity (BC), and the unused or free capacity (FC).

12.2.1 Sharing backup capacity

In order to use the channels efficiently, the backup multiplexing technique is used.
This process of grooming primary and backup TSPs onto the WDM network is
illustrated through a simple example. Consider the eight-node network as shown in
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Fig. 12.1. Traffic stream grooming policies in a link.

Fig. 12.2. Each edge consists of bidirectional fiber links with two wavelengths per
fiber link in each direction. The example network shown in this figure is represented
as a layered graph with two wavelength layers, λ0 and λ1. Figures 12.2–12.5 show
the allocation of wavelengths and paths to four pairs of primary and backup TSPs,
〈pi , bi 〉, 1 ≤ i ≤ 4, where bi is the backup TSP for the primary TSP pi . Each of
the four traffic streams requires a capacity of 0.5C , arriving in that order and set
up sequentially as shown in Figs. 12.2–12.5. The network uses the MGP to assign
traffic stream paths to wavelengths.

The first request, for a dependable connection from node 2 to node 4, is estab-
lished as shown on λ0. The primary TSP is established on the link 2–4 on λ0 and the
backup TSP is established through links 2–3–5–7–4 on the same wavelength. To
establish the second request from node 1 to node 8, the primary TSP is established
on λ1 through links 1–3–5–7–8 and the backup TSP on λ0 through links 1–2–4–
6–8. The primary TSP cannot be established on λ0 on the same path even if there



Fig. 12.2. Grooming traffic streams on a WDM network with two wavelengths.

Fig. 12.3. Primary backup multiplexing.

Fig. 12.4. Capacity shared on links 4–6 and 6–8 between b2 and b3, on λ0.
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Fig. 12.5. Primary routing.

is capacity available. This is due to the cross-connect constraints at nodes 3 and 7.
Specifically, if p2 were to be established on λ0 through links 1–3–5–7–8, then the
backup TSP b1 would be disturbed. However, notice that the wavelength channel
on λ0 on link 2–4 carries both a primary and backup TSP.

When the third request for a dependable connection from node 4 to node 7
arrives, the primary TSP is established on link 4–7 on λ1. However, this primary
TSP is link-disjoint with primary TSP p2. Hence, the backup TSP b3 can be backup-
multiplexed with b2, that is, they can share the same capacity on links 4–6 and 6–8.
In contrast, the backup TSP b4 between nodes 3 and 4 cannot be backup-multiplexed
with b1 since the primary TSP p1 is not link-disjoint with primary TSP p4. Hence,
even if they can be groomed onto the same wavelength, λ0, they cannot share the
capacity on the wavelength. If the network uses a segregated grooming policy,
then the primary TSP p1 and backup TSP b2 cannot be groomed on to the same
wavelength λ0.

12.3 Routing and wavelength assignment

For dynamic routing and wavelength assignment strategies, one can basically use
the adaptive routing approach of fixed alternate-path routing to select the primary
and backup traffic stream paths in the network. Recall that in this scheme, a fixed
set of predetermined routes, say k, is maintained for each source–destination pair.
These routes are chosen to be link-disjoint and are ordered in non-decreasing or-
der of their hop length. When a request arrives for a dependable traffic stream
connection for a capacity c between a source–destination pair (s, d), one selects
the two shortest paths out of the k disjoint paths on which the primary and the
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backup TSP can be established. The primary path can be established if the free
capacity on at least one wavelength on each of the links of the path is greater than
or equal to the required capacity. The backup path can be established if the sum
of the free capacity and the shareable backup capacity available through backup
multiplexing on at least one wavelength on the links of the path is greater than
or equal to the required capacity. In addition, it should be ensured that the traf-
fic streams can be groomed onto the wavelengths without disturbing the existing
traffic streams. The traffic request is assumed to be blocked if it is not possi-
ble to establish either the primary or the backup on any of the k predetermined
paths. Another approach to adaptive routing is fully-adaptive routing, in which the
route is determined dynamically at the time of the connection request. Although
this can give better performance, it is slow and the gain may not be worth the
trouble and delay. Therefore, one may restrict oneself to the fixed alternate-routing
strategy.

Note that it is possible to establish a backup TSP on a path on which the cor-
responding primary TSP might be blocked. This is due to the fact that the backup
TSP can be established by sharing its capacity with the existing backup capacity
on the wavelengths even if free capacity is not available. On the other hand, the
primary path does need to have enough free capacity on the wavelengths of the
links to establish the connection.

12.3.1 Wavelength assignment

The wavelength assignment problem also needs attention for both the primary
and backup traffic streams depending on whether the grooming policy used in the
network is either mixed or segregated. If the SGP is used in the network, each
wavelength is classified as being either a primary, backup, or free wavelength. A
free wavelength is one that has no traffic streams multiplexed on it. A primary
(backup) wavelength is one that is composed of one or more primary (backup)
traffic streams multiplexed onto it. On the other hand, such a classification is not
necessary when the MGP is used in the network, as both primary and backup traffic
streams are multiplexed onto the wavelengths. Before applying the wavelength
assignment algorithm, the set of available wavelengths on the primary and backup
paths needs to be obtained. The procedures described in Section 12.1 are used for
each wavelength on each link, to obtain the set of wavelengths on the primary (or
backup) path which can accommodate the primary (or backup) traffic stream. In
addition, if the SGP is used in the network, the set of wavelengths for the primary
path is restricted to those wavelengths which are either primary or free. A similar
restriction applies to the set of wavelengths for the backup path. There is, however,
no such restriction if the MGP is used in the network.
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If no wavelengths are available for either the primary or backup path, then an
alternate route is selected according to the procedure described earlier. Typically
one can use one of the following three simple wavelength assignment heuristics to
route the primary and backup traffic streams.

(i) First fit (FF): in this case, the first-fit wavelength assignment strategy is used for both
primary and backup paths and the wavelength chosen for the traffic stream connection
has the smallest index among the set of available wavelengths along the path.

(ii) First fit–last fit (FF–LF): in this case, first-fit wavelength assignment strategy is used for
the primary path. However, to assign the wavelengths for the backup traffic stream path,
choose the wavelength with the largest index among the set of available wavelengths
along the path. The basic idea here is to reduce the conflict between the primary and
backup traffic streams.

(iii) Best fit (BF): use the best-fit wavelength assignment for each of the primary and
backup traffic stream paths. In the case of the primary traffic stream path, among the
available wavelengths in the set, the traffic stream is assigned to that wavelength which
has the least free capacity remaining after the traffic stream has been accommodated.
For wavelength assignment of the backup traffic stream, select the wavelength that
minimizes the total additional backup capacity that is needed to set up the backup
traffic stream on the links of the path.

More complex algorithms such as max-sum and RCL may be applied and may
yield better performance. Since grooming here considers one-to-one path protec-
tion, it is possible that the wavelengths of the primary and the backup can be different
and their assignments are made independent of each other. In the case of a failure,
the source and destination tune to the backup wavelength and switch to the backup
path. In addition, the cross-connects at the intermediate nodes of the backup path
need to be appropriately configured to activate the backup path.

If the SGP is used, the cross-connects at the intermediate nodes of the backup
path need to be appropriately configured to set up the lightpaths that activate the
backup path. However, if the MGP is used in the network, the lightpaths are already
configured and the backup traffic stream path is ready for use.

12.4 Effect of traffic grooming

The performance of the two grooming policies with the wavelength assignment
algorithms is evaluated using a simulation study in [280]. The results are based on
the simulations of 106 calls each for the three topologies: a 16-node mesh-torus,
an eight-node ring and the 14-node NSFnet. The dynamic traffic conditions, the
network use, and the traffic assumptions are similar to those given in Section 10.1.
A fixed alternate-path routing strategy is used and the overall network blocking per-
formance is used as the metric for comparing the effect of wavelength assignment,
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Fig. 12.6. Overall blocking probability vs. offered load per station in Erlangs
for a 4× 4 mesh-torus network with W = 5 and g = 4 for different wavelength
assignment and grooming policies (FF: first fit, LF: last fit, BF: best fit, MGP:
mixed grooming policy, SGP: segregated grooming policy).

topology, alternate-path routing, and granularity on the grooming policy used in
the network.

12.4.1 Effect of wavelength assignment and topology

Figures 12.6–12.8 depict the blocking probability of various wavelength assignment
algorithms for the MGP and the SGP against the offered load for a 4× 4 mesh-torus,
NSFnet, and an eight-node ring, respectively. All the figures illustrate the important
role played by the grooming policy in determining the blocking performance. The
following observations are made.

(i) In the case of the mesh-torus network and the NSFnet, for high loads, the last-fit
algorithm offers the best performance when SGP is used as the grooming policy, but
offers the worst performance in the case of MGP.

(ii) In the case of the ring, the first-fit algorithm offers the best performance when the
grooming policy is MGP and the worst performance in the case of SGP.

(iii) Overall, for both the mesh-torus and the NSFnet, SGP offers better performance (more
than an order of magnitude decrease in blocking probability for the NSFnet). How-
ever, in the case of the eight-node ring, it is interesting to note that MGP performs
better.
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Fig. 12.7. Overall blocking probability vs. offered load per station in Erlangs
for a 14-node NSFnet network with W = 5 and g = 4 for different wavelength
assignment and grooming policies (FF: first fit, LF: last fit, BF: best fit, MGP:
mixed grooming policy, SGP: segregated grooming policy).
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Fig. 12.8. Overall blocking probability vs. offered load per station in Erlangs
for an eight-node ring network with W = 5 and g = 4 for different wavelength
assignment and grooming policies (FF: first fit, LF: last fit, BF: best fit, MGP:
mixed grooming policy, SGP: segregated grooming policy).
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Fig. 12.9. Overall blocking probability vs. offered load per station in Erlangs for
a 4× 4 mesh-torus network with W = 5 and for different granularities (g) and
grooming policies (g = granularity, MGP: mixed grooming policy, SGP: segre-
gated grooming policy).

The reason for this reversal in performance is as follows. As explained earlier,
using SGP allows one to run the backup traffic streams over the wavelengths without
configuring the cross-connects. Mixed grooming, on the other hand, requires one to
configure the cross-connects if the wavelengths carry primary traffic along with the
backup traffic. Therefore, although MGP offers the inherent advantage of being able to
mix primary and backup streams in the wavelengths, it restricts the amount of sharing
of backup traffic stream paths that can potentially be done in the network.

(iv) The mesh-torus network has more connectivity than the ring. This helps to generate
a good amount of traffic switching and mixing at the nodes. This traffic switching
and mixing translates to more sharing of backup streams for the SGP. Therefore, SGP
provides better performance for the mesh-torus. On the other hand, in the case of the
ring, due to the limited number of paths between the nodes and the high load correlation,
most of the traffic is just pass-through and there is very little mixing and traffic switching
between wavelengths and the potential for backup traffic stream sharing is low. Hence
in this case, MGP provides better performance than SGP.

12.4.2 Effect of the grooming granularity

Figures 12.9, and 12.10 depict the blocking probability for different granularities
for both cases of the MGP and the SGP, against the offered load. In the case of
both the mesh-torus and the ring, it is observed that as the granularity is increased,
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Fig. 12.10. Overall blocking probability vs. offered load per station in Erlangs
for an eight-node ring network with W = 5 and for different granularities (g)
and grooming policies (g = granularity, MGP: mixed grooming policy, SGP:
segregated grooming policy).

the blocking probability decreases. In addition, it is observed that one can increase
the granularity for a mesh-torus network with the MGP (or SGP in the case of a
ring) and make it perform better than a mesh-torus network with an SGP of lower
granularity (or correspondingly a ring network with an MGP of lower granularity).
A small increase in the difference in blocking probabilities for the MGP and the
SGP when the granularity is increased for both the ring and the mesh-torus is also
observed.

12.4.3 Effect of the number of alternate paths

Figure 12.11 considers the effect of changing the number of alternate paths for the
primary and backup traffic streams in a 4× 4 mesh-torus. It is readily observed that
a significant decrease in blocking probability can be achieved with even a small
increase in the number of alternate paths, although the number of alternate paths
which a node-pair can have is limited by the topology. In addition, it is also observed
that with an increase in the number of alternate paths, the difference in blocking
performance between the MGP and the SGP approaches increases.

The most important observation from the above performance evaluation is that
using the SGP provides better performance for the mesh-torus and the NSFnet,
while using the MGP provides better performance for the ring. Thus the SGP is
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Fig. 12.11. Overall blocking probability vs. offered load per station in Erlangs
for a 4× 4 mesh-torus network with W = 5 and g = 4 for different numbers of
alternate paths and grooming policies (AP = number of alternate paths available
for an s-d pair, MGP: mixed grooming policy, SGP: segregated grooming policy).

useful for topologies with good connectivity and a good amount of traffic switching
and mixing at the nodes. On the other hand, the MGP is useful for topologies such
as rings that have high load correlation and low connectivity. It is also interesting
to note that the performance improvement of the SGP over the MGP in the mesh-
torus increases as the number of alternate paths for the primary and backup traffic
streams is increased.
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Static survivable grooming network design

Various lightpath protection schemes for a survivable WDM grooming network with
dynamic traffic were investigated in Chapter 12. The nodes in the WDM grooming
network are assumed to include ADM (add–drop multiplexer)-constrained groom-
ing nodes. This chapter deals with the static survivable WDM grooming network
design with wavelength continuity constrained grooming nodes. For static traffic
the problem of grooming subwavelength level requests in mesh-restorable WDM
networks, the corresponding path selection and wavelength assignment problems
are formulated as ILP optimization problems.

13.1 Design problem

To address the survivable grooming network design problem, a network with W
wavelengths per fiber and K disjoint alternate paths for each s-d pair can be viewed
as W × K networks, with each of them representing a single wavelength network.
For K = 2, the first W networks contain the first alternate path for each s-d pair
on each wavelength. We number the networks from 1 to W , according to the wave-
lengths associated with them. The second set of W networks contain the second
alternate path for each s-d pair on each wavelength. These networks are numbered
from W + 1 to 2W , where the (W + i)th network represents the same wavelength
as the i th network, i = 1, 2, . . . , W . Figure 13.1 illustrates this layered model for a
six-node network with three wavelengths and two link-disjoint alternate paths. For
each node-pair, it also depicts routing of two alternate paths for two connections in
the network. Notice from Fig. 13.1, for example, when a primary path is selected in
networks 1 to W for a request, its corresponding backup paths can only be selected
in networks W + 1 to 2W , to guarantee that the primary and backup paths are
link-disjoint. Then the problem is to find two alternate paths for each connection
request while optimizing the resource utilization.

224
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Fig. 13.1. An example of a layered network model with W = 3, K = 2.

In this formulation, a 100% restoration guarantee for any single-link failure
is considered. This implies that the primary (working) paths and the restoration
(backup) paths are link-disjoint and are assigned the same capacity, assuming that
it is possible in the given network topology.

13.1.1 Dedicated backup reservation

One simple and effective way of assigning backup capacities is to reserve dedicated
capacity for each backup path; while choosing primary paths, instead of simply
choosing the shortest path, to minimize the total link-primary-sharing (MLPS)
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Fig. 13.2. An example of a survivable grooming network.

would be another preferred choice. The link-primary-sharing is defined as follows:

sl = max(0, Pl − 1) (13.1)

where sl denote the link-primary-sharing of link l and Pl denotes the total number
of primary paths that utilize link l. Sharing on link l, sl can be viewed as the penalty
assigned to link l when it is used by more than one primary path.

13.1.2 Capacity reservation with backup multiplexing

As noted earlier in WDM grooming networks, the capacity reserved for restora-
tion paths is more complicated. Let B = {b1, b2, . . . , bk} denote the set of
backup paths that traverse the wavelength w on link l. Let their respective
capacities be D = {d1, d2, . . . , dk}, and their respective primary paths be P =
{p1, p2, . . . , pk}. If none of the pi have common links, the capacity required on w

is max(d1, d2, . . . , dk). If some of the pi have common links, their backup paths
can still be groomed on wavelength w. However, the capacity to be reserved must
be up to the summation of their capacities. The primary paths can be grouped
according to their common links. Let Pl = {pl

1, pl
2, . . . , pl

a} denote the group of
primary paths that have link l as their common link. The capacity required by this
group for backup of link l is then given by Dl = (dl

1 + dl
2 + · · · + dl

a) when backup
capacity sharing is allowed. It is possible that one primary path belongs to more
than one group. The reserved capacity on wavelength w on link l is therefore the
maximum value of the capacities required by all the groups, that is D = max(Dl).
This is illustrated in Fig. 13.2. In this figure, link 2 → 3 is shared by backup B2

and B3. Since their primary paths are link-disjoint, the backup capacity that needs
to be reserved is max(C(B2), C(B3)). A similar situation exists on link 3 → 6
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that is shared by backups B2 and B4. But their primaries are not link-disjoint,
therefore the backup capacity that needs to be reserved is C(B2)+ C(B4) on link
3 → 6.

Backup multiplexing and dedicated backup reservation schemes with MLPS are
formulated as ILP optimization problems in the following section. The following
assumptions are made.

(i) The network is a single-fiber general mesh network.
(ii) A connection request cannot be divided into several lower-speed connection requests

and routed separately from the source to the destination. The data traffic on a connection
request should always follow the same route.

(iii) The transceivers in a network node are fixed, hence the wavelength continuity constraint
applies.

(iv) Each grooming node has unlimited multiplexing and demultiplexing capability. This
means that the network node can multiplex/demultiplex as many low-speed traffic
streams to a lightpath as needed, as long as the aggregated traffic does not exceed the
lightpath capacity.

The following notation is used in the formulations of the network.

� The physical topology of a WDM network is represented as a weighted directed graph
G p = (V, E) with V as the set of network nodes and E as the set of physical links (edges).
|V | = N and |E | = L . Nodes correspond to network nodes and links correspond to the
fibers between nodes. The weights of the links are their costs.

� W : maximum number of wavelengths in each direction in a bidirectional fiber
(technology-dependent data).

� C : maximum capacity of each wavelength. (It is assumed that each wavelength has the
same capacity.)

� m, n, s, t = 1, 2, . . . , N : number assigned to each node in the network.
� l = 1, 2, . . . , L: number assigned to each link in the network.
� w = 1, 2, . . . , W : number assigned to each wavelength.
� i, j = 1, 2, . . . , N × (N − 1): number assigned to each demand (s-d pair).
� DN×N = {di }: traffic matrix, where di indicates the required capacity of low-speed traffic

requests in units of OC-1.
� K = 2: number of alternate routes between every s-d pair.
� p, r = 1, 2, . . . , K W : number assigned to a path for each s-d pair. A path has an associated

wavelength (lightpath). Each route between every s-d pair has W wavelength continuous
paths. The first 1 ≤ p, r ≤ W paths belong to route 1 and W + 1 ≤ p, r ≤ 2W paths
belong to route 2.

� p̄, r̄ = 1, 2, . . . , K W : if 1 ≤ p, r ≤ W (route 1), then W + 1 ≤ p̄, r̄ ≤ 2W (route 2) and
vice versa.

� ψ
i,p
w : wavelength indicator that takes a value of one if wavelength w is used by the path

(i, p) and zero otherwise (data).
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The following cost parameter is employed.

� Cl : cost of using a link.

The following information is given regarding link usage and whether two given
paths are link- and node-disjoint.

� ε
i,p
l : link indicator that takes a value of one if link l is used in path (i, p) and zero otherwise

(data).
� I(i,p),( j,r ): takes a value of one if paths (i, p) and ( j, r ) have at least one link in common

and zero otherwise. If two routes share a link, then all lightpaths using those routes have
the corresponding I value set to one and zero otherwise (data).

The following variables are used for path-related information.

� δi,p: path indicator that takes a value of one if (i, p) is chosen as a primary path and zero
otherwise (binary variable).

� νi,r : path indicator that takes a value of one if (m, r ) is chosen as a restoration path and
zero otherwise (binary variable).

The following variables are used to present wavelength assignment in this groom-
ing network.

� pi
l,w: binary variable, one if wavelength w on link l is used by a primary path of demand

i and zero otherwise.
� r i

l,w: binary variable, one if wavelength w on link l is used by a backup path of demand i
and zero otherwise.

� Wl : a non-negative integer, the total number of wavelengths required on link l.
� Ml,w: non-negative integer, the total capacity assigned to primary paths on wavelength w

on link l.
� Rl,w: a non-negative integer, the total capacity reserved for backup paths on wavelength
w on link l.

13.1.3 ILP I: backup multiplexing

13.1.3.1 Objective: minimize the total wavelength links

Given a network topology and a set of point-to-point demands and their link-disjoint
primary and backup routes, assign the primary and backup routes in an optimal way
so that the total wavelength links cost is minimized. When Cl = 1 the objective is
to minimize the total number of wavelength × links:

min
∑
l∈E

Cl × Wl (13.2)
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13.1.3.2 Constraints

(i) On physical route variables: a lightpath can carry traffic for an s-d pair only if it is in
the physical route of this request,

pi
l,w =

K W∑
p=1

δi,pε
i,p
l ψ i,p

w (13.3)

rm
i j,w =

K W∑
r=1

νi,rε
i,r
l ψ i,r

w (13.4)

(ii) On path indicators: one and only one path is assigned as a primary (backup) path for
each request,

K W∑
p=1

δi,p = 1 (13.5)

K W∑
r=1

νi,r = 1 (13.6)

(iii) On the topology diversity of primary and backup paths: primary and restoration paths
of a given demand should be node- and link-disjoint:

W∑
p=1

δi,p =
K W∑

r=W+1

νi,r (13.7)

K W∑
p=W+1

δi,p =
W∑

r=1

νi,r (13.8)

(iv) On wavelength capacity variables: primary capacities are aggregated. For each wave-
length, the sum of primary capacities and backup capacities should not exceed the total
wavelength capacity,

Ml,w =
∑

i

di × pi
l,w (13.9)

Ml,w + Rl,w ≤ C (13.10)

(v) On fiber capacity constraints: the number of wavelengths used on a fiber should not
exceed the total number of wavelengths carried by the fiber. Equations (13.12)–(13.14)
together set ul,w = 1, if xl,w ≥ 1, and zero otherwise. xl,w counts the number of primary
and backup paths that use wavelength w on link l, and Wl counts the number of
wavelengths used on link l. Recall that single-fiber networks are assumed here,

xl,w =
∑

i

(
r i

l,w + pi
l,w

)
(13.11)

ul,w ≤ xl,w (13.12)
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K N (N − 1)ul,w ≥ xl,w (13.13)

ul,w ∈ {0, 1} (13.14)

Wl ≥
∑
w

ul,w (13.15)

Wl ≤ W (13.16)

(vi) On the backup multiplexing constraint: the capacity reserved for backup paths on a link
needs to take the correlations between the corresponding primary paths into account.
If the primary paths do not have common links, their backup paths can share the same
wavelength on their common links.

The reserved capacity is the maximum requested capacity among them. Otherwise,
the capacity for their backups on the same wavelength is also to be aggregated. Recall
that Rl,w denotes the capacity assigned to backup paths on wavelength w on link l,
Rl,w is given as

Rl,w ≥ di × νi,pε
i,p
l ψ i,p

w

+
∑
j≥i

dn × ν j,p,i,pε
j,p

l ψ j,p
w × I(i, p̄),( j, p̄)

+
∑
j≥i

d j × ν j, p̄,i,pε
j, p̄

l ψ j, p̄
w × I(i,p),( j, p̄)

+
∑
j≥i

d j × ν j,p,i, p̄ε
j,p

l ψ j,p
w × I(i, p̄),( j,p)

+
∑
j≥i

d j × ν j, p̄,i, p̄ε
j, p̄

l ψ j, p̄
w × I(i,p),( j,p) (13.17)

where ν j,p,i,p is a binary variable which takes a value of one when ν j,p = 1 and
νi,p = 1. It is given by Eqs. (13.18)–(13.20),

ν j,p,i,p ≥ ν j,p + νi,p − 1 (13.18)

ν j,p,i,p ≤ ν j,p (13.19)

ν j,p,i,p ≤ νi,p (13.20)

13.1.4 ILP II: dedicated backup with MLPS

13.1.4.1 Objective

Minimize the total number of wavelength links as well as the total link-primary-sharing.
Recall that sl denotes the link-primary-sharing on link l. Let Cl

share be the weight of sl .
The objective function is hence given by

min

(∑
l∈E

Cl × Wl + Cl
share × sl

)
(13.21)
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13.1.4.2 Constraints

The constraints specified in Eqs. (13.3)–(13.15) are still applicable, only the backup
capacities are calculated in a different way.

(vii) On backup wavelength capacity variables: backup capacities are aggregated when
dedicated backup reservation is applied,

Rl,w =
∑

i

di × r i
l,w (13.22)

(viii) On link-primary-sharing: recall the definition of sl in Section 13.1.1, sl is non-negative
and given as follows:

sl ≥
∑

i

∑
w

pi
l,w − 1 (13.23)

sl ≤
∑

i

∑
w

pi
l,w (13.24)

13.2 Example

The utility of the above ILP formulations is demonstrated using the physical topolo-
gies depicted in Figs. 13.3(a) and (b).

The grooming performance depends on the efficiency of grooming fractional
wavelength traffic onto a full or almost-full wavelength. Hence, the overall ef-
ficiency also depends on the traffic pattern. When most of the traffic is of full-
wavelength or almost full-wavelength capacity, grooming does not bring much
improvement to the wavelength utilization. In this example traffic is randomly gen-
erated with each call request having a capacity of OC-12, which is a quarter of the
full wavelength capacity. Two link-disjoint alternate paths for each connection are
pre-computed based on the fixed shortest-path routing algorithm.

CPLEX Linear Optimizer 7.0 is used to solve ILP formulations I and II.
Tables 13.1 and 13.2 show the path selection and wavelength assignment results
of the same set of requests on topology given by Fig. 13.3(a) for the two ILP
formulations.

From the tables it is observed that 21 wavelength links are needed to carry all
15 requests. The solution for the same request set in the network without traffic
grooming capability is obtained from formulation I, as a special case where each
request has full wavelength capacity. The results are shown in Table 13.3. It turns
out that a minimum of 52 wavelength links are required in the network without
traffic grooming capability. This represents a significant saving.

From precomputed path sets, the maximum number of wavelength links that
are needed to establish all the primary and backup paths can be calculated. Notice
that without traffic grooming and backup multiplexing, 64 wavelength links are
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Fig. 13.3. Physical topologies used in experiments.

needed, while backup multiplexing helps to reduce this to 52. The gain in using
backup multiplexing is thus 18.75%, and eight wavelength links are saved.

With subwavelength traffic grooming, 21 wavelength links are sufficient. This
means that another 31 wavelength links are saved. When taking into account the
wavelength capacity granularity, the total required capacity is 64/4 = 16 OC-12
capacity units. Without grooming, each lightpath uses the full OC-48 capacity,
although the requested capacity is OC-12, so in total 52 OC-48 capacity units
have been occupied. With traffic grooming, 21 wavelength links have been used.
It is still possible to pack other lightpaths onto some wavelengths even with-
out taking backup multiplexing into account, because some wavelengths still
have free bandwidth. The total used capacity is exactly 16 OC-12 capacity
units. This example clearly demonstrates the improvement of capacity utiliza-
tion by enabling subwavelength level grooming in the restorable WDM network
design.
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Table 13.1. Solution from the backup
multiplexing ILP formulation

Formulation I
s-d
pair Primary Backup

1–3 1–2–3 w3 1–6–3 w2
1–4 1–2–3–4 w3 1–6–5–4 w2
1–5 1–2–3–4–5 w3 1–6–5 w2
2–4 2–3–4 w2 2–6–5–4 w4
2–5 2–6–5 w4 2–3–4–5 w3
2–6 2–6 w4 2–1–6 w2
3–5 3–4–5 w3 3–6–5 w4
3–6 3–2–6 w4 3–6 w4
4–2 4–3–2 w4 4–5–6–2 w2
4–5 4–3–6–5 w4 4–5 w2
5–2 5–6–2 w2 5–4–3–2 w4
5–3 5–4–3 w4 5–6–3 w2
6–1 6–2–1 w2 6–1 w1
6–3 6–3 w2 6–2–3 w2
6–4 6–3–4 w2 6–5–4 w2

Table 13.2. Solution from the dedicated backup
ILP formulation

Formulation II
s-d
pair Primary Backup

1–3 1–2–3 w3 1–6–3 w3
1–4 1–6–5–4 w3 1–2–3–4 w3
1–5 1–6–5 w3 1–2–3–4–5 w3
2–4 2–3–4 w2 2–6–5–4 w1
2–5 2–6–5 w1 2–3–4–5 w2
2–6 2–6 w1 2–1–6 w3
3–5 3–4–5 w2 3–6–5 w1
3–6 3–6 w1 3–2–6 w1
4–2 4–3–2 w1 4–5–6–2 w3
4–5 4–5 w2 4–3–6–5 w1
5–2 5–6–2 w3 5–4–3–2 w1
5–3 5–6–3 w3 5–4–3 w1
6–1 6–1 w1 6–2–1 w3
6–3 6–3 w3 6–2–3 w3
6–4 6–5–4 w3 6–3–4 w3
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Table 13.3. Solution without traffic grooming

No traffic grooming
s-d
pair Primary Backup

1–3 1–2–3 w6 1–6–3 w6
1–4 1–2–3–4 w3 1–6–5–4 w1
1–5 1–6–5 w3 1–2–3–4–5 w2
2–4 2–3–4 w4 2–6–5–4 w7
2–5 2–6–5 w2 2–3–4–5 w7
2–6 2–6 w8 2–1–6 w2
3–5 3–6–5 w8 3–4–5 w5
3–6 3–6 w6 3–2–6 w7
4–2 4–3–2 w6 4–5–6–2 w2
4–5 4–5 w4 4–3–6–5 w7
5–2 5–6–2 w4 5–4–3–2 w7
5–3 5–6–3 w5 5–4–3 w1
6–1 6–1 w3 6–2–1 w2
6–3 6–3 w4 6–2–3 w2
6–4 6–5–4 w5 6–3–4 w6

Table 13.4. Requests matrix for the 10-node 14-link network

1 2 3 4 5 6 7 8 9 10
1 0 0 0 12 1 0 0 0 0 0
2 1 0 0 0 0 0 0 0 0 12
3 0 3 0 0 0 0 0 0 0 0
4 0 0 0 0 3 1 0 3 12 0
5 0 0 0 0 0 0 0 0 1 0
6 0 0 3 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 3+1 0
8 1 0 12+12 0 0 0 1 0 0 0
9 0 3 0 0 12 3+3 0 0 0 0

10 3 0 0 0 0 0 0 0 0 0

Although, in the above example, backup multiplexing and dedicated backup
with MLPS perform the same in terms of wavelength links, this does not always
happen. In this specific scenario MLPS is preferred because fewer working paths
are touched by single-link failures. For example, the failure of link (2, 3) would
affect four working paths as shown in Table 13.1 and two working paths as shown
in Table 13.2. Additionally, with the objective of minimizing the total number of
wavelength links, backup multiplexing stops when the objective value no longer
decreases. It is still possible to reallocate some primary paths so that there could
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be more chance of multiplexing backup paths onto some wavelength, and result
in more spare capacity on the utilized wavelengths. But the value of the objective
function will stay the same.

Different path selections can be observed in Tables 13.1 and 13.2. In order
to simply minimize the total wavelength links, grooming tends to exhaust one
wavelength before using another wavelength. While the link-primary-share is taken
as a link penalty, in formulation II, the preference would be to have a more balanced
load for primary paths.

Experiments are performed on the topology in Fig. 13.3(b), which is a 10-node
network with 14 bidirectional links. The randomly generated request matrix is
shown in Table 13.4.

The solution from formulation I shows that by employing the backup multiplex-
ing technique 28 wavelength links are needed, while formulation II yields a solution
that requires 33 wavelength links. In general, formulation II requires more wave-
length links in comparison to formulation I. However, this becomes affordable in
networks with subwavelength grooming capability, where the wavelength utiliza-
tion is significantly improved by traffic grooming. Moreover, with respect to the IL
formulation, formulation II is less complex than formulation I in terms of the num-
ber of constraints and variables, which makes formulation II less computationally
expensive and hence more practical.
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Trunk-switched networks

Previous networks used electronics for both the medium of transmission and the
processing technology. Hence, the transmission and processing bandwidths at nodes
were approximately of the same order. Electronic technology advanced simultane-
ously on the transmission and processing sides, leading to a matched growth in the
evolution of the networks. With the shift to optical technology, the transmission
capacity has taken a quantum leap while the processing capacity has seen only
modest improvements in electronics. Optical processing is currently in its infancy
and therefore the backbone networks are likely to remain circuit-switched with the
possibility of having optical switching at intermediate nodes.

The increase in the transmission capacity in terms of multiple wavelengths each
operating at a few tens of gigabits per second with multiple time slots within a
wavelength requires an equivalent increase in the electronic processing for efficient
operation of the networks. However, it is impractical to match the power of the
optical technology with that of electronics if the nodes were to process all the
information that is received from different links they are connected to. Hence,
the switching trends depend on having multiple simple processing devices that
work independently on parts of the information that is received at a node. Such a
network model is referred to as a trunk-switched network (TSN). A TSN is a two-
level network model in which a link is considered as multiple channels and channels
are combined together to form groups called trunks. This conceptual architecture
is capable of grooming subwavelength level traffic over a link.

14.1 Channels and trunks

A trunk-switched network consists of nodes interconnected by links. Note that in
an optical network, a link may consist of multiple fibers, multiple wavelengths
per fiber, and multiple time slots (or CDMA codes) per wavelength, as shown in
Fig. 14.1.

236
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Fig. 14.1. Links in a TSN.

In a TSN, each link � has a set of channels denoted by C�. A node views a link
connected to it as groups of channels called a trunk. A trunk at a node is defined
as a unique non-null set of channels in a link. The number of trunks as viewed by
a node i is denoted by Ki . The set of channels of a link � that fall within a trunk x
at node i is denoted by χ i

�,x . Let Si
�,x = |χ i

�,x | denote the number of channels in the
set χ i

�,x . With the above definition of a trunk, we have χ i
�,x ∩ χ i

�,y = ∅.

14.2 Modeling a WDM grooming network as a TSN

A single-fiber wavelength-routed WDM network employing W wavelengths can be
modeled as W trunks with one channel per trunk. A multi-fiber multi-wavelength
network with F fibers and W wavelengths and no wavelength conversion can be
viewed as W trunks with F channels per trunk each consisting of time slots on a
wavelength on all fibers. If full-wavelength conversion is available, then a link can
be viewed as a single trunk with FW channels. However, networks that employ
limited-wavelength conversion [235, 287] cannot be modeled easily or effectively
as a TSN, as full-permutation wavelength conversion is not employed.
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Fig. 14.2. Representation of 24 channels in a link having four fibers, three wave-
lengths per fiber, and two time slots per wavelength. The shapes represent time
slots and the shades represent wavelengths, while the number of shapes of a certain
shade represents the fibers.

To see the effects of time slots, consider a WDM grooming network as shown
in Fig. 14.1. Let the links in the network employ four fibers, three wavelengths per
fiber and two time slots per wavelength (F = 4, W = 3, T = 2). Figure 14.2 shows
the 24 channels that are available on a link. The two shapes in the figure represent
time slots and the three shades represent wavelengths in each fiber. A channel is
represented by a tuple (l, f, w, t) where each element corresponds to a link, fiber,
wavelength, and time slot, respectively.

� If time-slot interchange and wavelength conversion are not permitted, a node i views a
link � as W T trunks where each wavelength and time-slot combination forms a trunk, i.e.
χ i

�,(w,t) = {(l, f, w, t) | 1 ≤ f ≤ F}, where 1 ≤ w ≤ W and 1 ≤ t ≤ T . Every trunk has
F channels as shown in Figure 14.3(a).

� If time-slot interchange is permitted, but not wavelength conversion, a node i views a
link � as W trunks where each wavelength forms a trunk, i.e. χ i

�,w = {(l, f, w, t)|1 ≤ t ≤
T and 1 ≤ f ≤ F}, where 1 ≤ w ≤ W . Every trunk has FT channels as shown in Figure
14.3(b).

� If full-wavelength conversion is permitted, but not time-slot interchange, then for a
given link l, a time slot on all the wavelengths can be grouped to form a trunk,
i.e. χ i

�,t = {(l, f, w, t) | 1 ≤ w ≤ W and 1 ≤ f ≤ F}, where 1 ≤ t ≤ T . Every trunk has
FW channels as shown in Figure 14.3(c).

� If both full-wavelength conversion and time-slot interchange are permitted, then the entire
link is treated as one trunk with FW T channels, as shown in Figure 14.3(d).

14.3 Node architecture

Nodes in a TSN view the links as a set of trunks. Besides being a source or a
destination of a connection in a network, a node can also act as an intermediate
switching node for other connections that pass through it. Hence, the functionality
of a node includes switching of channels from one link to another in order to
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Fig. 14.3. Possible grouping of the channels in a link as trunks. (a) Wavelength–
time-slot trunk; (b) wavelength trunk; (c) time-slot trunk; and (d) link is a trunk.
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Input Links Output Links

Full Channel Interchanger

Trunk Switch

Trunk Demultiplexer

Trunk Multiplexer

Fig. 14.4. Node architecture in a trunk-switched network.

facilitate a connection. The switching architecture of a node in a TSN is shown in
Fig. 14.4. The figure shows a node with four links. The trunks from the links are
first isolated by trunk demultiplexers. The isolated trunks form an input to a stage
of full-channel interchangers (FCIs). The trunks from the different links are fed
into their respective trunk switches. After the switching stage, the trunks are fed
into a final stage of FCIs similar to that employed in the first stage. Trunks from
the different switches are then combined using trunk multiplexers and sent out to
corresponding output links. One of the input and output links at a switching node
is dedicated to sourcing and sinking its own traffic.

The switching architecture employed at each node in a TSN obeys the following
two conditions.

� A full-channel interchanger is employed for every trunk at the input and output stages of
the node, as shown in Fig. 14.4.

� Switching at a node obeys the trunk-continuity constraint, i.e. the channels cannot be
switched across trunks. Therefore, the trunk switches at a node function independently.
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A full-channel interchanger has the ability to convert any channel within the
trunk on a link to any other channel within the same trunk on that link. Note
that an FCI switches channels within the same trunk on a link and does not have
the capability to switch channels across links. This functionality allows a node
to operate in an autonomous manner. For example, it is possible to rearrange the
channel assignments at a node without involving co-ordination with neighboring
nodes in order to optimize the network operation as long as the channel assign-
ments on the links are kept the same. Another use of such a functionality is to
employ specialized monitoring functions on a specific channel on the input link.
The ability to rearrange the channels inside the node allows the node to moni-
tor different channels at different instants of time without co-ordinating with the
neighboring nodes. The second constraint is employed due to the limited switching
resources at a node. It is also assumed that every trunk switch at a node has the same
architecture.

The definition of a trunk could be different at different nodes. A TSN is said to
be homogeneous if the collection of channels that constitute a trunk at a node is
the same for all the nodes in the network. Otherwise, it is said to be heterogeneous.
It should be noted that the above definition does not specify any constraints on
the switch architecture employed for a trunk at the node. The architecture of the
trunk switches can be different at different nodes, although all the nodes in the
network view the links in the same manner.

14.4 Free and busy trunks

A channel on a link is said to be busy if it is allocated for a connection. Otherwise,
it is said to be free. A trunk on a link at a node is said to be busy if all the channels
on the trunk are busy. Otherwise, it is said to be free. The number of channels that
are busy on a trunk at the input of a node is the same as the number of channels
busy on the trunk at the input to the switch at the node. However, the distribution
of busy channels on the trunk at the input of the node may be different from that
at the input of the switch. The number of trunks busy at the input of a node is the
same as the number of trunks busy at the input of the switch at that node.

Consider a specific trunk at a node that acts as an intermediate switching node
for a connection. Figure 14.5 shows the channel occupancy status of the trunk under
consideration at the input and the output of the trunk switch at the intermediate node.
The node has four incoming links. Note that the channel occupancy described in
the figure denotes the channel status after the input FCI stage and before the output
FCI stage.

This trunk under consideration is said to be available on a two-link path involving
a certain link at the input of the switch and a certain link at the output of the switch
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Trunk-switchednetworks

Fig. 14.5. Channel occupancy at the input and output of a trunk switch at an
intermediate node on a path. The channel occupancy shown here is after the FCI
at the input stage and before the FCI at the output stage.

if any free channel on the input link can be switched to any free channel on the
specific output link. For example, if the trunk switch has full-permutation switching
capability, then any free channel at any input link can be switched to any free channel
at the output link but within the same trunk. In this case, if any of the first three
links at the input and any of the output links are chosen, then the trunk is available
on the two-link path. However, if link 4 at the input is chosen, then it has no free
channels, hence the trunk is not available for the two-link path. When a trunk switch
has full-permutation switching capability, it has the freedom to switch the channels
in the space and channel domains.

If the trunk switch implements only a space switch, then a free channel on a link
at the input must be switched to the same channel at any of the output links. Such
a switch does not have the flexibility to switch in the channel domain. Assume that
link 1 at the input and link 1 at the output are on two links of a two-link path. At
the input of the switch channels 2 and 3 are free while at the output they are not. As
the channels can be switched only in the space domain (across links) but not in the
channel domain, the trunk cannot be used for establishing a connection on a path
using these two links.

A trunk may be free at an input and output link at a node; however, it may
not be available on a path including these two links as the trunk switch does not
have the capability to switch the free channel at the input to a free channel at the
output. On the other hand, if the switching capability is available then a path can
be set. For example, if link 1 at the input and link 2 at the output are part of a path,
then channel 2 on the trunk is free, hence the trunk is said to be available on the
two-link path. A node employing space switches for every trunk is said to employ
channel-space switching (CS) due to the FCI at the input stage of the node.



14.5 Connection establishment 243

14.5 Connection establishment

The primary service provided by a circuit-switched network is to establish a com-
munication path between two nodes in the network. Requests or calls arrive at
nodes in the network that require a connection of a certain bandwidth to another
node. Setting up such a communication path between the nodes is referred to as a
connection establishment.

The two steps in connection establishment are referred to as routing and wave-
length assignment (RWA) in the context of wavelength-routed networks and are
solved using integer linear programming (ILP). While such an approach produces
an optimal solution for static traffic demands, applying these techniques to dynamic
traffic is not practical due to their prohibitively large computation time.

A framework to support a methodology for information collection and routing in
optical networks (MICRON) is required for connection establishment in wavelength
grooming optical networks. Connection establishment in a circuit-switched network
consists of two steps: path selection and resource assignment. Path selection refers
to selecting a path from a source to a destination based on certain criteria. Resource
assignment refers to assigning one or more channels depending on the requirement
of the request on every link of the chosen path.

14.5.1 Path selection

The first step of a connection establishment process, namely path selection, is
carried out using one of the following mechanisms.

(i) If a source–destination pair has one preselected path, then it is referred to as a fixed-path
approach.

(ii) If a path is selected depending on the network status from a preselected set of candidate
paths, then it is referred to as a fixed alternate-path routing (FAPR) approach. The set
of candidate paths remains the same at all times and does not change with the network
status.

(iii) Fixed-path least-congestion routing (FPLCR) is an approach in which a path from
a source to a destination is selected from a set of precomputed paths. While FAPR
attempts the paths in a specified order, FPLCR selects the least-loaded path.

(iv) If the candidate paths are chosen based on the network status and the available
paths, then the path selection process is referred to as a dynamic routing approach.
Dynamic path selection and dynamic routing approaches require use of network state
information.

14.5.2 Network state information

Up-to-date network state information is collected in the network either though
link-state or distance-vector protocols. In the link-state protocol, every node in the
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network transmits to every other node its own state information and information
from the links that it is connected to. Hence, every node in the network has pre-
cise knowledge of the topology and the current status of the network. The main
drawback of this approach is that it is not scalable. As the network size increases,
the amount of information that needs to be collected and maintained at a node
also increases. Hence, it is impractical to adopt this approach for large networks.
Wide area optical networks are expected to employ only a few nodes. Therefore in
the context of optical networks, employing link-state protocols is still a preferred
method of information collection.

Distance-vector protocols maintain up-to-date network information by exchang-
ing the node and link information with neighbors. Nodes in a network employing
such an approach for information collection do not have knowledge of the net-
work topology. Every node maintains a routing table that would indicate one or
more preferred neighbors to reach a destination node. The main drawback of this
approach is also scalability; however, for a different reason compared to the link-
state approach. As the changes in the network information are propagated through
a series of neighborhood information exchanges, it takes a significant amount of
time for the changes in one part of the network to be reflected in the other regions.
The time required for a change in a network to propagate increases with an in-
crease in network size. Also, such an approach does not always necessarily result
in convergence of the network state as viewed by all nodes.

14.5.3 Path-selection algorithms

A preferred approach to path selection in large networks is to employ alternate-path
selection. Selecting a path from a fixed set of candidate paths requires information
to be collected on those candidate pairs. This information can be collected as a
part of the connection establishment procedure by sending requests along all the
candidate node-pairs. Note that such an approach can be employed after a request
arrival at a node; hence the information that is collected can be tailored to the
requirements of the request.

Path-selection algorithms are also classified based on how the path-selection
decisions are made. If the source node selects a path to the destination, then it
is referred to as source routing. Note that such a routing in the network requires
the source to have complete knowledge about the network to make a decision.
Hence, networks that employ source routing also employ the link-state protocol for
information collection.

If the path selection is done independently at different nodes, it is referred to
as distributed routing. In networks that employ distance-vector protocols for infor-
mation collection, nodes do not have knowledge of the entire network topology.
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Hence, requests for a connection to a certain node are forwarded to a preferred
neighbor node. The neighboring node then makes a decision on the next hop of the
connection. In such an approach, the source node does not have control over the
path that is established in the network.

Both of the above-mentioned approaches have their own advantages and dis-
advantages. In source routing, the source node has complete control over the es-
tablished path. Such a control is an advantage when the node attempts to include
or avoid certain nodes in the path or implement quality of service requirements.
However, a major drawback of source routing is the requirement of knowledge of
the entire network to select a path. Distributed routing has its advantage in that
an intermediate route could reroute the connection request depending on the cur-
rent network status, thus adapting to the network changes more easily compared
to source routing. However, a disadvantage is that the source node does not have
control over the path that is chosen.

Path selection can be made either before or after a request arrival. Algorithms
that select a path before a request arrival typically select the path such that most of
the requests can be accommodated. Such an approach to path selection is referred
to as destination-specific, where a path is selected based only on the destination
node. Algorithms that select paths after the arrival of a request can prune the set of
candidate paths based on the request characteristics. Such algorithms are referred to
as request-specific algorithms. The paths that are selected from a specific source to
destination could be different for requests with different requirements. The former
approach requires continuous monitoring of the network status. Although a path
is readily available when a request arrives when a destination-specific approach
is employed, a connection may still not be established as changes in the network
need not be reflected immediately. If the network has slowly varying dynamics,
then such situations are rare. Hence, a destination-specific approach would have a
lower connection establishment time compared to a request-specific approach.

14.5.4 Resource assignment

The second step of the connection establishment process, namely resource assign-
ment, can have many choices as well. On a chosen path, one or more channels can
be assigned on every link that is either based on some global metric or just based
on available resources on the path. For example, in a wavelength-routed network,
resource assignment refers to wavelength assignment. Wavelength assignment al-
gorithms such as random wavelength assignment or first-fit wavelength assignment
assign resources based on the status of the path. Wavelength assignment algorithms
such as most-used or least-used wavelength assignment policies assign a wave-
length based on the wavelength usage across the entire network.



246 Trunk-switched networks

1 2 4 5

6 7

3

Wavelength-level grooming node

Time slot-level grooming node

Full grooming node

Fig. 14.6. An example network showing two paths from node 1 to node 5.
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Fig. 14.7. Expanded view of the network with channel occupancy information.

14.6 Grooming network model

Consider a seven-node network as shown in Fig. 14.6. Let the nodes be connected
using links employing three fibers each carrying three wavelengths and two time
slots per wavelength. Also assume that nodes 1, 3, 6, and 7 are wavelength-level
grooming nodes; nodes 2 and 5 are time-slot-level grooming nodes; and node 4
is a full-grooming node. Wavelength-level grooming nodes view the link as three
wavelength trunks (denoted by W1, W2, and W3) with six channels in each, time-
slot-level grooming nodes view a link as two time-slot trunks (denoted by T1 and
T2) with nine channels in each, and a full-grooming node views a link as one trunk
(denoted by F1) with 18 channels.

Figure 14.7 shows the expanded view of the network, indicating the different
trunks at the nodes. For example, consider trunk W1 of node 1 and trunk T1 of node 2.
Let �12 denote the link that connects node 1 to node 2. The number of channels in
the link �12 that belongs to both the trunk W1 at node 1 and T1 at node 2 is three.
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The corresponding three channels are (�12, 1, 1, 1), (�12, 2, 1, 1), and (�12, 3, 1, 1),
with each channel belonging to a distinct fiber. The arrow connecting trunk W1 of
node 1 to trunk T1 of node 2 indicates the number of free channels that belong to
both the trunk definitions. A value of 3 indicates that all the channels belonging
to both the trunk definitions are free. An arrow connecting a trunk at a node to a
trunk at its neighboring node refers to a subtrunk. Note that, if there are no channels
present in a subtrunk, then the arrows are not shown. For example, consider nodes
6 and 7. Both the nodes are wavelength-level grooming nodes. Therefore, there are
no channels that would belong to a subtrunk �67

xy , where x, y ∈ {W1, W2, W3} and
x �= y. Hence, the corresponding arrows are not shown in the figure.

Assume that the network is observed at an instant of time during its operation
and the channel occupancy in the links is known. Let ψ(l, f, w, t) denote the status
of the channel: denoted by 0 if occupied by a connection and by 1 if the channel
is free. Let (l, f, w, t).Status denote if the channel is assigned for a primary (or
working) connection (denoted by PRIMARY) or a backup connection (denoted by
BACKUP). Let (l, f, w, t).BackupList denote the set of requests that share the
channel (l, f, w, t) for their backup paths. This implies that the primary paths of
these requests are link-disjoint.

Consider a request, say r , with a primary path already assigned. Let
(l, f, w, t).Link Dis joint(r ) indicate whether or not the request r has its primary
path link-disjoint with the primary paths of all the requests that have their backup
assigned on the channel (l, f, w, t) (denoted by 1 if it is link-disjoint and 0 other-
wise). If the channel is not assigned to either a primary or a backup connection,
the value is set to 0. Such information strictly identifies whether the channel can be
“shared” with already allocated backup connections.

14.7 MICRON framework

A connection establishment framework includes representation of link information,
combining them to obtain the path information, selection of a path, and subtrunk
assignment [242, 243, 248]. The steps are described in detail in the following
subsections.

The notation employed in the framework is listed in Table 14.1.

14.7.1 Link information

A link in a TSN connects two nodes that could view the channels in a link as
different groups of trunks. The information about the channels representing each
subtrunk on a link is organized as a matrix. A link connecting node i and j is
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Table 14.1. MICRON framework notation

Notation Description

Ki Number of trunks as viewed by node i
Si Number of channels per trunk at node i
χ i

�,x Set of channels on link � that fall within trunk x at node i
�

i j
x,y Set of channels on link � connecting node i to j that fall within trunk x

at node i and trunk y at node j (= χ i
�,x ∩ χ

j
�,y)

Li j Information matrix for link i–j (dimension = Ki × K j )
Psd Path information matrix for a specific path from node s to node d having one

or more links (dimension = Ki × K j )
Ui Unit row vector at node i (dimension = 1× Ki ); all entries are 1
Ii Identity matrix at node i (dimension = Ki × Ki )
Vsd Path information vector for a specific path from node s to node d having

one or more links (dimension = 1× Kd ); Vsd = Us Psd

represented by a matrix Li j :

Li j =

⎡
⎢⎢⎢⎢⎣

l11 l12 ... l1K j

l21 l22 ... l2K j

.

.

lKi 1 lKi 2 ... lKi K j

⎤
⎥⎥⎥⎥⎦ (14.1)

where each element lxy denotes a certain property about the channels in the link
that belong to the subtrunk �

i j
xy . For example, consider the link 1–2 in the example

network shown in Fig. 14.6. Node 1 views each wavelength as a trunk, hence it has
three trunks. Node two views each time slot as a trunk, hence it has two trunks.
Hence, L12 is a 2× 3 matrix.

The matrix can denote different properties of the channels that belong to a certain
subtrunk. Specific examples effectively illustrate the use of the framework.

Case 1: connectivity. Assume that a connection request that arrives at a node
requires a bandwidth of B. Each channel has a capacity of 1. In order to determine
if a link has enough capacity in each of its subtrunks, every element lxy of the matrix
Li j is denoted by 1 if the number of free channels that belong to a subtrunk �

i j
xy

has a capacity of at least B. The matrix Li j is defined as

lxy =

⎧⎪⎪⎨
⎪⎪⎩

1 if

⎡
⎣ ∑

(l, f,w,t)∈�
i j
xy

(l, f, w, t).Availabili t y

⎤
⎦ ≥ B

0 otherwise

(14.2)
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L12 =

[ 1 1
1 1
0 1

]
L23 = 1 1 1

1 1 1 L34 =

[ 1
1
0

]

L45 =[ 1 1 ] L16 =

[ 1 0 0
0 1 0
0 0 1

]
L67 =

[ 1 0 0
0 0 0
0 0 1

]

L75 =

[ 1 1
1 0
0 1

]

Fig. 14.8. Link information matrices indicating whether there is at least one free
channel in a subtrunk.

L12 =

[ 3 3
2 2
0 3

]
L23 = 2 3 1

2 2 2 L34 =

[ 4
1
0

]

L45 = [ 8 6 ] L16 =

[ 4 0 0
0 5 0
0 0 2

]
L67 =

[ 3 0 0
0 0 0
0 0 4

]

L75 =

[
3 3
1 0
0 2

]

Fig. 14.9. Link information matrices indicating the number of free channels in a
subtrunk.

where 1 ≤ x ≤ Ki and 1 ≤ y ≤ K j . It is observed that the matrix gives the connec-
tivity information to route a call that requires a capacity of B without splitting the
connection across subtrunks. For the example network considered in Fig. 14.6, the
link information matrices for different links for connection requests of one channel
capacity are shown in Fig. 14.8.

Case 2: available capacity. In order to represent available capacity on each sub-
trunk of a link, every element lxy of the matrix Li j is defined as the number of free
channels that belong to a subtrunk �

i j
xy as

lxy =
∑

(l, f,w,t)∈�
i j
xy

(l, f, w, t).Availabili t y (14.3)

where 1 ≤ x ≤ Ki and 1 ≤ y ≤ K j . The matrix representation for different links
in the example network in Fig. 14.7 is shown in Fig. 14.9.

Note that the matrices obtained using the available subtrunk capacity also contain
the information for the matrices representing connectivity information. Depending
on the level of information that is required in the network, different matrix repre-
sentations can be employed.
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Case 3: backup sharing. In this case, it is assumed that a path for establishing
a primary connection has been selected. A backup path for the request has to be
computed, hence the matrix is filled with information related to the backup capacity
that is freely available. This implies that the capacity has already been allocated
as backup to some other connection in the network and the current request can be
overloaded on that capacity as their primary paths are link-disjoint. The matrix Li j

is defined as

lxy =
∑

(l, f,w,t)∈�
i j
xy

(l, f, w, t).Link Dis joint(r ) (14.4)

For example, assume that the link information depicted in Fig. 14.7 is the capacity
that has already been allocated as backup to other connections in the network. This
could also be shared as the backup for the request under consideration. The matrix
representation in this case would be the same as that described for the case of
available information in Fig.14.9.

14.7.2 Path information

Information concerning a certain path from nodes i to k that are not physically
connected by a fiber is obtained by combining the link information in the path. The
matrix representation for a path is defined in a manner similar to that of a link. A
path matrix from node i to node k through j is obtained as a matrix multiplication
of individual path segments Pi j and Pjk as

Pik = Pi j Pjk (14.5)

A generalized version of matrix multiplication is employed to compute the path
metric. An element pik

xy (the superscript ik denotes the matrix to which the element
belongs) is obtained as

pik
xy =

(
pi j

x1 ⊗ p jk
1y

)⊕ (
pi j

x2 ⊗ p jk
2y

)⊕ · · · ⊕ (
pi j

x K j
⊗ p jk

K j y

)
(14.6)

The operators ⊗ and ⊕, denoted as a tuple (⊗,⊕), can be defined in different
combinations so that several meaningful results are obtained. It is observed that
when⊗ is an integer or real-number multiplication operation and⊕ is an integer or
real-number addition operation, the above equation denotes the traditional matrix
multiplication.

To illustrate the significance of different operators, consider the following two
examples of matrix representation of links, namely the connectivity and available
capacity matrix representations, and apply two different sets of operators to obtain
different information from the network.
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Case 1: arithmetic operators. In this case, integer multiplication (×) and integer
addition (+) are used as the operators for ⊗ and ⊕, respectively. Consider the
matrix representation shown in Fig. 14.8 for a request that requires connection of
one channel capacity. Applying the operator on the path 1–2–3–4–5, we obtain the
path information matrix as

P1−2−3−4−5 =
⎡
⎣4 4

4 4
2 2

⎤
⎦ (14.7)

An element pxy of the above matrix denotes the number of distinct subtrunk
selections available from trunk x of node 1 to trunk y of node 5. For example, there
are four paths that start at trunk W1 of node 1 and end at trunk T1 of node 5. These
four trunk assignments on the path are represented as a set of tuples containing
node numbers and the trunk number on that node through which the connection
passes. The four possible trunk assignments on paths, denoted by P1 through P4,
are:

P1: {(1, W1), (2, T1), (3, W1), (4, F1), (5, T1)}
P2: {(1, W1), (2, T1), (3, W2), (4, F1), (5, T1)}
P3: {(1, W1), (2, T2), (3, W1), (4, F1), (5, T1)}
P4: {(1, W1), (2, T2), (3, W2), (4, F1), (5, T1)}

The existence of trunk assignment for other trunk pairs can be easily verified
from Fig. 14.6.

Consider the link information as shown in Fig. 14.9. Applying the operator
(×,+) on these matrices results in the path information matrix for path 1–2–3–4–5
as

P1−2−3−4−5 =
⎡
⎣504 378

336 252
240 180

⎤
⎦ (14.8)

An element pxy of the above matrix denotes the number of possible channel
assignment combinations on the path that start at a certain trunk x on node 1 and
end at a trunk y on node 5. For example, consider the possible trunk assignments
that start at trunk W1 at node 1 and end at trunk T1 at node 5. On every subtrunk on
the path the number of ways of assigning a channel is the same as the number of
channels in the subtrunk. Hence, the number of possible channel assignments on a
specific trunk assignment on the path is the product of the number of channels on
the assigned subtrunk on every link. The number of possible channel assignments
on four possible trunk assignments P1 through P4 that start the connection at trunk
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W1 at node 1 and end at trunk T1 at node 2 are 192, 72, 192, and 48, respectively,
adding up to 504 possible ways of channel assignment.

Case 2: selection operators. In this case, the operator⊗ indicates the minimum of
the two operands while the operator⊕ indicates the maximum of the two operands.
Applying this set of operations to the matrix representation in Fig. 14.8 for con-
nectivity yields the matrix representation for the path 1–2–3–4–5 as

P1−2−3−4−5 =
⎡
⎣1 1

1 1
1 1

⎤
⎦ (14.9)

The elements of the matrix indicate the existence of a channel allocation scheme
for a one-channel capacity call that would start at trunk x at node 1 and end at trunk
y at node 5. Note that the matrix in Eq. (14.9) can be obtained from the matrix in
Eqs. (14.7) or (14.8) by replacing every element in the matrix by 1 if it is non-zero.

Applying this set of operations to the matrix representation in Fig. 14.9, the
maximum capacity that can be routed from node 1 to node 5 without splitting the
connection is obtained. The matrix representation for the path is obtained as

P1−2−3−4−5 =
⎡
⎣2 2

2 2
2 2

⎤
⎦ (14.10)

Consider the possible trunk assignments that start the connection at trunk W1 at
node 1 and end at trunk T1 at node 2. Consider the four possible trunk assignments
P1 through P4. It is observed from Fig. 14.6 that the trunk assignments P1 and P3

have the link connecting node 2 to node 3 as a bottleneck with a channel capacity of
two. The trunk assignments P2 and P4 have the link connecting node 3 to node 4 as
a bottleneck with a channel capacity of one. Hence, a maximum of a two-channel
capacity connection can be routed from node 1 to node 5 starting at trunk W1 at
node 1 and ending at trunk T1 at node 5.

The link information, depicted in Fig. 14.7, is assumed to indicate the capacity
available on each subtrunk that has already been assigned to other connections as
backup and could be shared with the request that is under consideration, employing
the operator set (min, max) would give a path matrix as shown in Eq. (14.10). In
this scenario, the elements of the matrix denote the maximum capacity that could
be shared on the path by the request.

14.8 A two-pass approach

When a call arrives at a node, a request for connection establishment is sent along
a set of candidate paths. The connection establishment is carried out in two passes:
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forward pass and reverse pass [233]. During the forward pass, the connection
request is forwarded to the nodes along the path along with a vector, called the path
information vector (PIV). The path information vector at a node k for a path p with
source i and destination k, denoted by Vik , is of dimension 1× Kk . Vik is obtained
as a product of the path information vector at the source node and the information
matrix of the path connecting nodes i and k:

Vik = Ui Pik (14.11)

where Ui denotes the path information matrix at the source node which is always
set as a unit row vector.

Assume that the path from node i to node k passes through node j . Rewriting
the above equation yields the relationship between the PIV vectors at node j and
node k,

Vik = Ui Pik = Ui Pi j Pjk = Vi j Pjk (14.12)

The matrix-vector multiplication employed above is similar to the generalized
matrix multiplication given in Section 14.7.2 with the operator tuple (⊗,⊕). The
elements of PIV at a node indicate specific properties about paths that end at a
certain trunk. For example, if the link information matrix represented in Fig. 14.8
and operator (×,+) are employed, then the resulting PIV at each node indicates the
number of possible trunk assignments on a path that would terminate the connection
on a certain trunk at that node.

During the forward pass of the connection establishment, a node j on path p
with source i can forward either the path information matrix Li j to its neighboring
node or the path information vector Pi j . Forwarding the latter has the advantage
of minimizing the amount of information forwarded. Note that the reduction in
information exchange is significant when the number of trunks at a node is large.
Hence, the path information vector at a node is known to the successive node in the
path and will be used to assign a subtrunk on the reverse pass.

14.8.1 Path selection

The path information vector can be used to select a suitable path from a given
source–destination pair.

For example, consider the two paths from node 1 to node 5: 1–2–3–4–5 and
1–6–7–5. Employing the matrix information represented in Fig. 14.8 and the oper-
ator (×,+), the path information vectors for the two paths are given below:

V1−2−3−4−5 = [ 10 10 ]

V1−6−7−5 = [ 1 2 ]
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With these matrices known at the destination, one could employ different compari-
son algorithms to select a path. For example, the total number of trunk assignments
possible on a path is obtained by summing all the elements of the matrix. A path
that has the maximum value for this metric can be chosen for establishing the
connection in order to distribute the traffic in the network.

If the matrix representation in Fig. 14.9 and the operator (min, max) are em-
ployed, the path information vectors for the two paths are obtained as

V1−2−3−4−5 = [ 2 2 ]

V1−6−7−5 = [ 3 3 ]

It is observed that the path 1–6–7–5 can route a call for a three-channel capacity
request without splitting, while the other path cannot. Hence, if traffic requirements
in the network are diverse and destination-based path selection is employed, then
the path 1–6–7–5 could be chosen so as to minimize the blocking at that time
instance.

The selection of the path need not be based only on the path information vector.
Different metrics such as the hop length, the delay, the abstract cost, etc. that could
be included for a link-state vector and possible path selection schemes for WDM
grooming networks [247]. The path information vector can also be extended to
include multiple metrics in order to select a path.

14.8.2 Subtrunk assignment

At the end of the forward pass, the destination node has the path information vector
for the different probed paths and selects a path using a path selection algorithm.
Once a path is chosen, a subtrunk has to be selected on every link of the path in
order to complete the connection establishment. The subtrunk assignment is carried
out in two steps.

(i) The destination node first selects the trunk at its node where the connection would
terminate.

(ii) Every node in the network selects the output trunk at its previous node. If a link connects
nodes i and j , then node j selects the output trunk at node i , hence the subtrunk
assignment on the link i– j .

Consider the information matrix represented in Fig. 14.8 and the operator (×,+).
The path information vectors obtained at different nodes are shown in Fig. 14.10.

The trunk assignment to end the connection at the destination node can be made
using the path information vector. Several trunk selection schemes such as first-fit,
best-fit, random, etc. could be employed. Random subtrunk assignment is used in



14.8 A two-pass approach 255

V11 = [ 1 1 1 ]

V12 = [ 1 1 1 ]

[ 1 1
1 1
0 1

]
[ ]

= [ 2 3 ]

V13 = [ 2 3 ] 1 1 1
1 1 1 = [ 5 5 5 ]

V14 = [ 5 5 5 ]

[ 1
1
0

]
= [ 10 ]

V15 = [ 10 ] [ 1 1 ] = [ 10 10 ]

Fig. 14.10. Path information vector computed at the nodes along the path 1–2–
3–4–5.

the following. Let xk denote the trunk that is chosen to accommodate the connection
at node k.

In order to select a subtrunk on the link j–k, a ratio vector is computed at node k.
The vector, denoted by R jk , is obtained as the product of the vector at the previous
node of the path information vector Vi j and the column vector of the link information
matrix L jk corresponding to xk :

R jk = Vi j × LT
jk(xk)

= [v1 · · · vK j ] ◦ [ l1xk · · · lK j xk ]

= [v1 ◦ l1xk · · · vK j ◦ lK j xk ] (14.13)

where LT
jk(xk) denotes the transpose of the column vector corresponding to the

column xk of the matrix L jk and the operator ◦ denotes the elementwise operation
on the row vectors. Again, one could define different operators depending on the
construction of the information matrix. Since the input trunk at node k is decided,
the choice of output trunk at node j is also dictated by the channel occupancy of
the channels that fall within �

jk
yxk . The output channel at node j can be selected in

various ways using the ratio vector.
During the reverse pass, a subtrunk is allocated on the path. As node 5 is the

destination, it selects a trunk for the connection to terminate. A random subtrunk
assignment is used here. The operator ◦ denotes an integer multiplication. The
operator ◦ is the same as the operator⊗ since the elementwise operation that is eval-
uated here is similar to the matrix-vector multiplication employed for computing
the path information vector.

The PIV at node 5 indicates that there are 20 possible subtrunk assignments with
each trunk being able to carry 10 each. Hence, one of the two is chosen with equal
probability. In general, if px subtrunk assignments are possible on the path that
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would terminate the connection at the destination node at trunk x , then the trunk x
is chosen with a probability px/

∑Kd
y=1 py , where Kd denotes the number of trunks

at the destination node d . In the example considered here, one of the two trunks is
selected with equal probability. Assume that the trunk chosen is T2. The node also
selects the output trunk at its previous node. In order to select this, the ratio vector
is computed as

R45 = [ 10 ] ◦ [ 1 ] = [ 10 ] (14.14)

In this case, one output trunk is available and that is selected. Hence, on link
4–5, a channel that belongs to trunk F1 of node 4 and trunk T2 of node 5 is selected.
Node 5 confirms the selection of output trunk F1 to node 4 during the reverse pass
in the network.

As the trunk assignment for the connection at node 4 is decided by node 5, node 4
chooses the output trunk at node 3 by computing a similar ratio vector as

R34 = [ 5 5 5 ] ◦ [ 1 1 0 ] = [ 5 5 0 ] (14.15)

The R34 vector denotes the selection ratio for the three output trunks at node 3. Note
that although there are five possible paths that could end at trunk W3 at node 3,
there are no free channels on link 3–4 that are within trunk W3 of node 3 and trunk
F1 of node 4. This information is reflected in the selection ratio vector S R34 as
a zero entry corresponding to the ratio for trunk W3. Hence, trunk W1 or W2 is
selected with equal probability. Assume that trunk W2 is selected in this case.

At node 3, the vector R23 is computed as

R23 = [ 2 3 ] ◦ [ 1 1 ] = [ 2 3 ] (14.16)

and node 3 selects the output trunk at node 2 in the ratio of 2:3, i.e. trunk T1 is
selected with a probability of 0.4 while trunk T2 is selected with a probability of
0.6. Assume that trunk T1 is chosen.

At node 2, the vector R12 is computed as

S12 = [ 1 1 1 ] ◦ [ 1 1 0 ] = [ 1 1 0 ] (14.17)

One of the trunks W1 or W2 is chosen with equal probability. Assume that W1 is
chosen. This selection is sent to node 1 completing the subtrunk assignment. Now,
the path established for the connection can be written as a set of node–trunk pairs as-
signed at each node on the path {(1, W1), (2, T1), (3, W2), (4, F1), (5, T2)} or equiv-
alently as a set of link and subtrunk pairs on the path {(�12, �W1T1 ), (�23, �T1W2 ),
(�34, �W2 F1 ), (�45, �F1T2 )}. Any channel belonging to the subtrunk assigned at a
link can be chosen for establishing the channel as every node has full-permutation
switching capability within a trunk.
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(a)

(b)

Actual node in the network Dummy node

Fig. 14.11. (a) A node in a network employing channel-space switching. (b) The
node is modeled with two dummy nodes and two additional links.

It can be observed that such a trunk selection strategy selects with uniform prob-
ability a possible subtrunk assignment on the path. In the above trunk selection
process, if with the information matrix representation shown in Fig. 14.9, oper-
ator (×,+), the operator ◦ is set to multiplication, and there is random channel
assignment within a chosen trunk on each link, then the resulting channel assign-
ment algorithm selects a channel uniformly from the set of all possible channel
assignments possible on the path.

Several other channel trunk selection approaches can be developed based on
the proposed connection establishment framework. Selecting the trunk that has the
minimum or maximum value in the selection ratio vector would have an effect
similar to packing and spreading the connections across the available subtrunk
assignments in the path. In order to implement a first-fit subtrunk assignment the
first available trunk is chosen from the ratio vector. It can be easily observed that
several routing strategies proposed in the literature for wavelength-routed networks
can be easily derived from this framework.

14.9 Modeling a channel-space switch in MICRON

The connection establishment framework can be employed to simulate a network
where the nodes employ channel-space switches. Modeling such a switching archi-
tecture is achieved by incorporating dummy nodes in the network.

Figure 14.11(a) shows a node in a network with an incoming and outgoing link.
Assume that this node implements channel-space switching. This node is modeled
with two dummy nodes as shown in Fig. 14.11(b).

Example. Consider a 3×3 unidirectional mesh-torus network as shown in
Fig.14.12. Assume that every link has F fibers, W wavelengths per fiber, and T
time slots per wavelength. Let C denote the total number of channels in a link. For
the sake of simplicity, assume that all the links have the same number of channels.
Let a node i view the links attached to it as Ki trunks with Si channels in each.



258 Trunk-switched networks

1 2 3

4 5 6

7 8 9

Fig. 14.12. A 3×3 unidirectional mesh-torus network.

Figure 14.13 shows modeling of the 3×3 unidirectional mesh-torus network with
dummy nodes. The shaded nodes represent the actual nodes in the network while
the unshaded ones represent the dummy nodes. Let the dummy nodes around actual
nodes be labeled based on the direction (with the right-hand side node referring to
east). Let i E , iW , i N , and i S denote the dummy node connected to the right, left,
top, and bottom of a node i .

The actual nodes in the network are made to view links as FW T trunks and the
dummy nodes that are immediate neighbors of a node i view the link as Ki trunks.
A link connecting a dummy node to an actual node in the network is represented
by a Ki × C matrix while a link connecting an actual node to a dummy node is
represented as a C × Ki matrix. A link connecting two dummy nodes is represented
as a Ki × K j matrix, where Ki and K j denote the number of trunks as viewed by
the source and destination dummy nodes.

For example, assume that node 1 is a wavelength grooming (WG) node and
node 2 is a trunk grooming (TG) node, viewing the links as three and two trunks,
respectively. The transpose of the information matrix of the link connecting node
1 to 1E is given by (the information matrix is represented in its transposed form)

LT
1,1E =

⎡
⎣1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1

⎤
⎦

(14.18)
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Actual nodes in the network Dummy nodes

1 2 3

4 5 6

7 8 9

Fig. 14.13. A 3×3 unidirectional mesh-torus network.

The information matrix of the link connecting node 2W to 2 is given by

L2W,2 =
[

1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1

]
(14.19)

The information matrix of the link connecting node 1E to node 2W is given by

L1E,2W =
⎡
⎣3 3

3 3
3 3

⎤
⎦ (14.20)

Note that the dummy nodes represent the full-channel interchangers that are
present at the input and output stages at a node. It can be easily seen that if two
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nodes view the links in exactly the same manner, the link connecting the dummy
node of the first link to that of the second link would be a diagonal matrix. In
such a case, one of the dummy nodes can be removed from the network. If such a
modified network is employed for simulation, the traffic in the network is generated
and terminated only at the actual nodes in the network, hence dummy nodes do not
contribute to the network traffic.



15

Blocking in TSN

One of the important performance metrics by which a wide area network is eval-
uated is based on the success ratio of the number of requests that are accepted
in the network. This metric is usually posed in its alternate form as the blocking
probability, which refers to the rejection ratio of the requests in the network. The
smaller the rejection ratio is, the better the network performance. Although other
performance metrics exist, such as the effective traffic carried in the network, the
fairness of request rejections with respect to requests requiring different capacity
requirements or different path lengths, the most meaningful way to measure the
performance of a wide-area network is through the blocking performance. To some
extent the other performance metrics described above can be obtained as functions
of the blocking performance.

Analytical models that evaluate the blocking performance of wide-area circuit-
switched networks are employed during the design phase of a network. In the design
phase these models are typically employed as an elimination test, rather than as an
acceptance test. In other words, the analytical models are employed as back of the
envelope calculations to evaluate a network design, rejecting those designs that are
below a certain threshold.

15.1 Blocking model

The following assumptions are made to develop an analytical model for evaluating
the blocking performance of a TSN.

� The network has N nodes.
� The call arrival at every node follows a Poisson process with rate λn . The choice of Poisson

traffic is to keep the analysis tractable.
� The calls can be either unicast connections with one destination or multicast connections

with more than one destination. The traffic due to multicast connections is negligible.

261



262 Blocking in TSN

Hence, for the derivation of path and tree blocking probabilities, the network load is
assumed to be entirely due to unicast connections.

� The probability that a call requires capacity b and is destined to a node that has a distance
of z hop lengths is pz,b. Note that the distance refers to the length of the connection that
needs to be established.

� The maximum bandwidth requirement of a call is B and the maximum path length in the
network is N − 1.

� The path selection is predetermined (a fixed-path routing), such as the shortest-path
algorithm.

� A request cannot be split among multiple trunks at a node.
� The holding time of every call follows an exponential distribution with mean 1/µ. The

Erlang load offered by a node is ρn = λn/µ.
� Blocked calls are not reattempted.
� A call is assigned a channel randomly from a set of available channels in a subtrunk on a

link.

15.2 Estimation of call arrival rates on a link

Typically, the network traffic is specified in terms of the offered load between
node-pairs. The call arrival rates at the nodes have to be translated into arrival rates
at individual links in the network. The computation of the blocking probability
depends on the link arrival rates, and the link arrival rates, in turn, depend on the
network blocking probability. However, if the blocking probability in the network
is small, then its effect on the link arrival rates can be ignored.

For a network with N nodes and L links, the average path length of a connection
in the network is given by

Zav =
N−1∑
z=1

z pz (15.1)

where pz is the path-length distribution. The path-length distribution is obtained
from the joint probability distribution of the path length and the call capacity as
follows:

pz =
B∑

b=1

pz,b (15.2)

Similarly, the average capacity requirement of a connection Bav is given by

Bav =
B∑

b=1

b pb (15.3)
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where pb is the probability that a call requires a bandwidth of b channels and is
computed as

pb =
N−1∑
z=1

pz,b (15.4)

The average resource required by a call is computed as

Rav =
N−1∑
z=1

B∑
b=1

zbpz,b (15.5)

Recall that λn denotes the call arrival rate at a node. Let λ denote the average
link arrival rate. It is computed using the following:

λ = Nλn
∑N−1

z=1

∑B
b=1 zbpz,b

L
(15.6)

The fraction of traffic that is not destined for a node is obtained as the ratio of
the number of links to a path that are not the last hop to the total number of links in
the path. For a path with z links, there are (z − 1) intermediate links. Let δc denote
the fraction of traffic on a link that continues on any neighboring links at a node.
δc is computed as given below:

δc =
∑N−1

z=1

∑B
b=1 b(z − 1)pz,b∑N−1

z=1

∑B
b=1 zbpz,b

(15.7)

= 1− Bav

Rav
(15.8)

It should be noted that the above expression gives the fraction of the traffic that
is not destined for a node. Such traffic could continue on any of the output links at
the node. The link load correlation is defined as the probability that a call on a link
would continue to a successive link on a chosen path and is given by

γc =
(

1− Bav

Rav

)
1

E
(15.9)

where E denotes the number of links at the node that do not connect the node to
any of the previous nodes in the path, referred to as exit links. Hence, the arrival
rate of traffic on a link that would continue to a successive link on a path is given
by λc = γcλ.
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Fig. 15.1. A z-link path c© IEEE. Source: R. Srinivasan and A. K. Somani, Analysis
of multi-rate traffic in WDM grooming networks, in Proceedings of ICCCN 2002
[245].

If the capacity requirement of every call in the network is one channel, then the
link load correlation reduces to

γc =
(

1− 1

Zav

)
1

E
(15.10)

15.3 Path blocking performance

The network blocking probability is computed as the average blocking probability
experienced over different path lengths. Consider a z-link path model as shown in
Fig. 15.1. The analysis that is developed in this section assumes that the capacity
requirement of a call is r channels.

Let Pz(T f ) denote the probability of T f trunks being available on a z-link path
as viewed by the last node on the path. It should be noted that the destination is
not considered as the last node in the path (node z). The definition of the trunk
is as viewed by the node denoted by the subscript on P . Pz(T f = 0) denotes the
blocking probability over the z-link path.

Let Pz(T f , Tl) denote the probability of T f trunks being available on a z-link
path with Tl trunks free on the last link. Notice that the last link should have at least
T f trunks free, therefore Tl ≥ T f . Pz(T f ) can then be written as follows:

Pz(T f ) =
Kz∑

Tl=T f

Pz(T f , Tl) (15.11)

where Kz denotes the number of trunks in the link as viewed by node z.
A z-link path is analyzed as a two-hop path by considering the first z − 1 links

as the first hop and the last two links as the second hop, as shown in Fig. 15.1. Let
Th and Tp denote the number of trunks available on the first hop and that which are
free on the last link of the first hop (link z − 1), respectively, as viewed by the last
node on the first hop (node z − 1). Let T1 and T2 denote the number of trunks free
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on the first hop and number of trunks free on the last link of the first hop as seen by
the node in the second hop (node z). Pz(T f , Tl) can then be recursively computed
as in Eq. (15.12):

Pz(T f , Tl) =
Kz−1∑
Th=0

Kz−1∑
Tp=Th

Kz∑
T1=T f

Kz∑
T2=T1

Pz−1(T1, T2)

× Pz,z−1(Th, Tp | T1, T2) Pz(T f , Tl | Th, Tp) (15.12)

where Pz(T f , Tl | Th, Tp) denotes the probability of T f trunks being available on
the second hop with Tl trunks free on the last link of the second hop given that Tg

trunks are available on the first hop with Tp trunks free at the input to the node on
the second hop.

Let Pz,z−1(Th, Tp | T1, T2) denote the probability that the number of trunks avail-
able on the first hop and the number of trunks free on the last link of the first hop
as viewed by the node in the second hop (node z) are Th and Tp, respectively, given
that the trunk availability as viewed by the last node (node z − 1) on the first hop
is T1 and T2. For homogeneous TSNs, for any two successive nodes z − 1 and z on
a path Pz,z−1(Th, Tp | T1, T2) is defined as in Eq. (15.12):

Pz,z−1(Th, Tp | T1, T2) =
{

1 if Th = T1 and Tp = T2

0 otherwise
(15.13)

For a homogeneous TSN, Eq. (15.12), therefore, reduces to

Pz(T f , Tl) =
K∑

Th=T f

K∑
Tp=Th

Pz−1(Th, Tp) P(T f , Tl | Th, Tp) (15.14)

where K denotes the number of trunks in a link as viewed by the nodes in the
network.

The starting point of the recursion, for z = 1, is defined as

P1(T f , Tl) =
{

P(Tl) if T f = Tl

0 otherwise
(15.15)

where P(Tl) denotes the probability of Tl trunks being free on a link. The compu-
tation of P(Tl) is derived in Section 15.4.

Pz(T f , Tl | Th, Tp) is computed by conditioning on the number of trunks free on
the last link as viewed by node z. From this point on, the second hop, which is a
two-link path, needs to be analyzed. The definition of a trunk is assumed to be as
that viewed by the intermediate node in the two-link path.
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Fig. 15.2. Two-link path model with the free and available trunks as viewed by
the intermediate node.

Pz(T f , Tl | Th, Tp) is computed as

Pz(T f , Tl | Th, Tp) =
{

Pz(T f | Th, Tp, Tl) Pz(Tl | Th, Tp) if Th ≥ T f

0 otherwise
(15.16)

where Pz(Tl | Th, Tp) denotes the probability of Tl trunks being free on the last link
given that Th trunks are available on the first hop with Tp trunks free on the last
link of the first hop as viewed by node z. The number of trunks free on the last link
depends on the number of trunks free on the previous links.

If the correlation of traffic on a link is assumed to be only due to its previ-
ous link, then it is referred to as the Markovian correlation. With the assump-
tion of Markovian correlation, Pz(Tl | Th, Tp) can be reduced to Pz(Tl | Tp). Hence,
Eq. (15.16) can be written as

Pz(T f , Tl | Th, Tp) =
{

Pz(T f | Th, Tp, Tl) Pz(Tl | Tp) if Th ≥ T f

0 otherwise
(15.17)

Pz(T f | Th, Tp, Tl) denotes the probability that T f trunks are available on the two-
hop path given that Tl trunks are free on the last link and Th trunks are available on
the first hop with Tp trunks free on the last link of the first hop. Pz(T f | Th, Tp, Tl)
is computed by considering a two-link path as shown in Fig. 15.2. The number of
trunks free on the first link and that which are free on the second link are denoted
by Tp and Tl , respectively.

The trunk on a two-link path can be in any one of the following four states, as
shown Fig. 15.3.

� Case 1: the trunk is busy on both the links. The trunk can be either partially or fully
occupied by continuing calls. Let Vc denote the number of trunks busy on both the links.

� Case 2: the trunk is busy on the first link but not on the second.
� Case 3: the trunk is busy on the second link but not on the first.
� Case 4: the trunk is free on both the links. Let Tb denote the number of trunks free on

both links. However, this does not imply that these trunks are available on the two-link
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Channels occupied by continuing calls

Channels occupied by non-continuing calls
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Fig. 15.3. Different possible states for trunk occupancy on a two-link path.

path. Let Ta (Ta ≤ Tb) denote the number of trunks available on the two-link path. When
the node connecting the two links employs a full-permutation switch, a trunk is available
on the two-link path if it is free on both the links. Hence, Ta = Tb.

Let Pz(Ta, Tb | Tp, Tl) denote the probability that Tb trunks are free on both the
first and second link with Ta among them being available on the two-link path
given that Tp and Tl trunks are free on the first and second links, respectively.
Pz(T f | Th, Tp, Tl) can then be written as

Pz(T f | Th, Tp, Tl) =
min(Tp,Tl )∑

Ta=T f

min(Tp,Tl )∑
Tb=Ta

Pz(T f | Ta, Tb, Th, Tp, Tl)

× Pz(Ta, Tb | Tp, Tl) (15.18)
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Fig. 15.4. Arrangement of the trunk distribution on a two-link path.

where Pz(T f | Ta, Tb, Th, Tp, Tl) denotes the probability of T f trunks being available
on the two-hop path given that Th trunks are available on the first hop, Tp trunks
are free on the first link (the first link in the two-link model is the last link on the
first hop), Tl trunks are free on the second link, Tb trunks are free on both the first
and second links, and Ta among them are available on the two-link path.

Figure 15.4 shows the pictorial view of the distribution of free trunks on the
last link of the first hop and that of the two-link path model. From this figure,
Pz(T f | Ta, Tb, Th, Tp, Tl) can be computed using the following line of thinking.

Assume that Tp trunks are free on the last link of the first hop with Th among
them available on the first hop. Also, assume that Tb trunks are free on both links
of the two-link path with Ta among them being available on the two-link path.
Among the Ta available trunks on the two-link path exactly T f trunks overlap with
the Th trunks available on the first hop. The remaining trunks that are available
on the first hop, Th − T f , are not available on the two-link path. This could occur
in two cases: (i) the corresponding trunk is busy on the second link of the two-
link path or (ii) the trunk is free on the second link, but is not available on the
two-link path (due to switching constraints). The number of trunks that satisfy the
latter case is Tb − Ta . The required probability is computed by assuming that j
of the trunks that are free on both the first and second link, but not available on
the two-link path, overlap with the remaining Th − T f available trunks of the first
hop. The trunks on the second link corresponding to the remaining Th − T f − j
available trunks on the first hop are busy. Thus, Pz(T f | Ta, Tb, Th, Tp, Tl) can be
written as

Pz(T f | Ta, Tb, Th, Tp, Tl) =
(Th

T f

)(Tp−Th

Ta−T f

)∑
j

(Th−T f

j

)(Tp−Th−Ta+T f

Tb−Ta− j

)
(Tp

Tb

)(Tb

Ta

) (15.19)
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Fig. 15.5. Two-link model with channel distribution.

where max(0, Tb + Th − Tp − T f ) ≤ j ≤ min(Th − T f , Tb − Ta). For the special
case, when the switch at a node has full-permutation switching capability, the above
equation reduces to the following:

Pz(T f | Ta, Tb, Th, Tp, Tl) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
Th

T f

)(
Tp − Th

Ta − T f

)
(

Tp

Ta

) if Ta − T f ≤ Tp − Th

0 otherwise.
(15.20)

Also, for this case, Pz(Ta, Tb | Tp, Tl) = 0 if Ta �= Tb. Hence, Eq. (15.18) can be
written as

Pz(T f | Th, Tp, Tl) =
min(Tp,Tl )∑
Ta=T f

P(T f | Ta, Ta, Th, Tp, Tl) P(Ta, Ta | Tp, Tl)

(15.21)

The probability values, Pz(Ta, Tb | Tp, Tl), Pz(Tl | Tp), and Pz(Tl) are computed by
considering a switch model as explained in the following.

15.4 Free trunk distribution

Consider a two-link path model as shown in Fig. 15.5. Let u p, ul , and uc denote
the number of channels busy on the first link, the number of channels busy on the
second link, and the number of channels occupied by calls that continue from the
first link to the second, respectively. Note that uc ≤ min(u p, ul).

The number of channels busy on a trunk at the input of node z is the same as the
number of channels busy at the input of the switch (after the FCI) at the node, while
the distribution of the busy channels at the input of the switch is independent of the
distribution at the input of the node. Also, the state of a trunk (busy or free) at the
input of the node is the same as that at the input to the switch. Therefore, the first
link as referred to here corresponds to the link viewed at the input of the switch.

Let λ(b)
p , λ

(b)
l , and λ(b)

c denote the arrival rate for calls that request capacity b
to the first link, the second link, and those that continue from the first link to the
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second. Note that λ(b)
c ≤ min(λ(b)

p , λ
(b)
l ). The Erlang loads corresponding to the calls

that occupy the first link, the second link, and that which continue from the first
to the second can be written as, ρ(b)

p = λ(b)
p /µ, ρ

(b)
l = λ

(b)
l /µ, and ρ(b)

c = λ(b)
c /µ,

respectively.
Let u p, ul , and uc denote the number of channels busy on the first link, the

number of channels busy on the second link, and the number of channels occupied
by calls that continue from the first link to the second, respectively. Note that
uc ≤ min(u p, ul).

The channel distribution on a two-link path can be characterized as a three-
dimensional Markov chain. The state-space is denoted by the 3-tuple (u p, ul, uc).
Note that such a representation of the state of the two links does not take into
account the number of calls that require a certain specified bandwidth. The steady-
state probability for the states is computed recursively by considering the number of
calls that require a certain capacity, with B being the maximum capacity requirement
of a connection, as

�(u p, ul, uc) = 1

G
ξB(u p, ul, uc) (15.22)

where 0 ≤ u p ≤ K S, 0 ≤ ul ≤ K S, and 0 ≤ uc ≤ min(u p, ul). G is the normal-
ization constant and is defined as follows:

G =
K S∑

uc=0

K S∑
u p=0

K S∑
ul=0

ξB(u p, ul, uc) (15.23)

ξB(u p, ul, uc) is computed recursively as given below:

ξb(u p, ul, uc)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�uc/b�∑
z=0

�u p/b�∑
x=z

�ul/b�∑
y=z

(
ρ(b)

p − ρ(b)
c

)x−z

(x − z)!

(
ρ(b)

c

)z

z!

(
ρ(b)

p − ρ(b)
c

)y−z

(y − z)!

× ξb−1(u p − bx, ul − by, uc − bz) if b > 1(
ρ(b)

p − ρ(b)
c

)u p−uc

(u p − uc)!

(
ρ(b)

c

)uc

uc!

(
ρ(b)

p − ρ(b)
c

)ul−uc

(ul − uc)!
if b = 1

0 otherwise

(15.24)

Let Vp, Vl , and Vc denote the number of trunks busy on the first link, the number
of trunks busy on the second link, and number of trunks that are busy on both the
first and second links, respectively. It can be observed that Vc ≤ min(Vp, Vl).
The number of trunks free on both the links is given by Tb = Kz − (Vp + Vl − Vc).
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The number of trunks available on the two-link path is denoted by Ta . The state-
space of the trunk distribution is captured by the 4-tuple (Vp, Vl, Vc, Ta). The steady-
state probability of the states can be computed by conditioning on the channel
distribution, (u p, ul, uc), as

ψ(Vp, Vl, Vc, Ta) =
K S∑

uc=0

K S∑
u p=uc

K S∑
ul=uc

P(Vp, Vl, Vc, Ta | u p, ul, uc) �(u p, ul, uc)

(15.25)

where Pz(Vp, Vl, Vc, Ta | u p, ul, uc) denotes the probability that the trunk distribu-
tion is in state (Vp, Vl, Vc, Ta) given that the channel distribution is (u p, ul, uc). The
following probability values that are required to complete the analytical model de-
scribed in Section 15.3 can then be derived from the above steady-state probability:

Pz(Ta, Tb | Tp, Tl)

= ψ(Kz − Tp, K − Tl, Kz + Tb − Tp − Tl, Ta)∑min(Tp,Tl )
ta=0

∑min(Tp,Tl )
tb=ta ψ(Kz − Tp, K − Tl, Kz + tb − Tp − Tl, ta)

(15.26)

Pz(Tl | Tp)

=
∑min(Tp,Tl )

ta=0

∑min(Tp,Tl )
tb=0 ψ(Kz − Tp, K − Tl, Kz + tb − Tp − Tl, ta)∑Kz

tl=0

∑min(Tp,tl )
ta=0

∑min(Tp,tl )
tb=0 ψ(Kz − Tp, K − tl, Kz + tb − Tp − tl, ta)

(15.27)

Pz(Tl) =
Kz∑

tp=0

min(tp,Tl )∑
ta=0

min(tp,Tl )∑
tb=ta

ψ(Kz − tp, K − Tl, Kz + tb − tp − Tl, ta)

(15.28)

The trunk occupancy probability for a given channel distribution is computed as

Pz(Vp, Vl, Vc, Ta | u p, uc, ul) = Nk=Kz (Vp, Vl, Vc, Ta | u p, ul, uc)

Ak=Kz (u p, ul, uc)
(15.29)

where Nk(Vp, Vl, Vc, Ta | u p, ul, uc) denotes the number of ways of arranging across
k trunks, u p busy channels on the first link, ul busy channels on the second link,
with uc channels among them being occupied by calls that continue from the first
link to the second, such that Vp trunks are busy on the first link, Vl trunks are busy
on the second link with Vc among them being busy on both links, and Ta trunks
being available on the two-link path.

Let Ak(u p, ul, uc) denote all possible ways of arranging across k trunks, u p busy
channels on the first link, ul busy channels on the second link with uc channels
among them being occupied by calls that continue from the first link to the second.
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Ak(u p, ul, uc) is recursively computed as

Ak(u p, ul , uc) =
min(S,uc)∑

z=0

min(S,u p)∑
x=z

min(S,ul )∑
y=z

A1(x, y, z) Ak−1(u p − x, ul − y, uc − z)

(15.30)

where 0 ≤ u p ≤ kS, 0 ≤ ul ≤ kS, and 0 ≤ uc ≤ min(u p, ul). The definition of
A1(x, y, z) depends on the type of switch.

Nk(Vp, Vl, Vc, Ta | u p, ul, uc) (written as Nk(·) for short) is assigned 0 if any of
the following conditions hold true:

� {Vp, Vl , Vc, Ta, u p, ul , uc} < 0;
� {Vp, Vl , Vc, Ta} > k;
� {u p, ul} > kS or uc > min(u p, ul);
� u p < Vp S or ul < Vl S.

Otherwise, it is computed recursively under one of the following four cases, as
described in Fig. 15.3:

Case 1: if Vc > 0. The required probability is obtained by conditioning on a trunk
being busy on both the links.

Nk(·) = k

Vc

S∑
z=0

A1(S, S, z) Nk−1

× (Vp − 1, Vl − 1, Vc − 1, Ta | u p − S, ul − S, uc − z) (15.31)

Case 2: if Vc = 0, Vp > 0. The required probability is obtained by conditioning
on a trunk being busy on the first link but free on the second link.

Nk(·) = k

Vp

min(S−1,uc)∑
z=0

min(S−1,ul )∑
y=z

A1(S, y, z)

× Nk−1(Vp − 1, Vl, Vc, Ta | u p − S, ul − y, uc − z) (15.32)

Case 3: if Vc = 0, Vp = 0, Vl > 0. The required probability is obtained by condi-
tioning on a trunk being free on the first link but busy on the second link:

Nk(·) = k

Vl

min(S−1,uc)∑
z=0

min(S−1,u p)∑
x=z

A1(x, S, z)

× Nk−1(Vp, Vl − 1, Vc, Ta | u p − x, ul − S, uc − z) (15.33)

Case 4: if Vc = 0, Vp = 0, Vl = 0. The required probability is obtained on the
condition that a trunk is free on both the links. Two possible cases need to be
considered: (i) the trunk is available on the two-link path or (ii) the trunk is not
available on the two-link path.
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Let B1(x, y, z) denote the number of ways of arranging on a trunk, x busy
channels on the first link, y busy channels on the second link, with z channels
among them being occupied by calls that continue from the first link to the second,
such that the trunk is not available on the two-link path.

Similarly, let F1(x, y, z) denote the arrangement of the busy channels on a
trunk such that the trunk is available on the two-link path. It can be observed
that F1(x, y, z)+ B1(x, y, z) = A1(x, y, z). Nk(·) can then be computed as

Nk(·) =
min(S−1,uc)∑

z=0

min(S−1,u p)∑
x=z

min(S−1,ul )∑
y=z

× [F1(x, y, z)Nk−1(Vp, Vl, Vc, Ta − 1 | u p − x, ul − y, uc − z)

+ B1(x, y, z)Nk−1(Vp, Vl, Vc, Ta | u p − x, ul − y, uc − z)
]

(15.34)

The starting point, denoted by N1(Vp, Vl, Vc, Ta | u p, ul, uc), of the recursion (for
k = 1) is assigned 0 if any of the following conditions hold true.

(i) Vp = 0 and u p = S.
(ii) Vl = 0 and ul = S.

(iii) Vc = 0 and min(u p, uc) = S.

Otherwise, it is defined in terms of B1(u p, ul, uc) and F1(u p, ul, uc) as follows:

N1(·) =
⎧⎨
⎩

F1(u p, ul, uc) if Ta = 1 and Vp = Vl = Vc = 0
B1(u p, ul, uc) if Ta = 0
0 otherwise

(15.35)

The definitions of A1(u p, ul, uc), B1(u p, ul, uc), and F1(u p, ul, uc) depend on the
switch architecture.

15.5 Modeling switches

Two kinds of switches are modeled in this section: space-only and full-permutation
switches. For a space-only switch, the channel continuity constraint is enforced by
the switch. Hence, a call continuing from the first link to the second one occupies
the same channel at the input and output of the switch. Note that although the
switch is space-only, the switching provided by the node is channel-space due to
the full-channel interchanger at the input of the node. A full-permutation switch,
on the other hand, can switch any free channel at the input to any free channel at
the output. Consider a call that requires a capacity of b channels, for a trunk with
S channels, A1(u p, ul, uc) and B1(u p, ul, uc) are defined as below in the two cases.
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Space-only switch:

A1(u p, ul, uc) =

⎧⎪⎨
⎪⎩
(

S

u p

)(
u p

uc

)(
S − uc

ul − uc

)
if 0 ≤ u p, ul ≤ S

and uc ≤ min(u p, ul)
0 otherwise

(15.36)

B1(u p, ul, uc) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

b−1∑
r=0

(
S − r

u p

)(
u p

uc

)(
u p − uc

S − r − ul

)
if 0 ≤ u p, ul ≤ S
uc ≤ min(u p, ul), and
u p + ul − uc ≥ S − b

0 otherwise
(15.37)

Full-permutation switch:

A1(u p, ul, uc) =

⎧⎪⎨
⎪⎩
(

S

u p

)(
S

ul

)
if 0 ≤ u p, ul ≤ S

and uc ≤ min(u p, ul)
0 otherwise

(15.38)

B1(u p, ul, uc) =

⎧⎪⎨
⎪⎩
(

S

u p

)(
S

ul

)
if min(S − u p, S − ul) < b

and uc ≤ min(u p, ul)
0 otherwise

(15.39)

Several analytical models proposed previously in the literature can be derived from
this generalized model by setting the following values:

� model for wavelength routing from [179, 180] by setting K = W , S = 1, γc = 0;
� model for wavelength routing from [268] by setting K = W , S = 1;
� model for wavelength routing with a full-permutation switch [143] by setting K = W ,

S = T , γc = 0;
� model for wavelength routing with a full-permutation switch by setting K = W , S = F .

15.6 Heterogeneous switch architectures

In order to analyze networks with heterogeneous node architectures, the mapping of
the trunk distributions from one node architecture to the other has to be computed.

Consider an intermediate link of a two-hop path connected by two nodes with
different switching architectures as shown in Fig. 15.6.

The first node views the link as K1 trunks with S1 channels per trunk while the
second node views the link as K2 trunks with S2 channels per trunk.
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Fig. 15.6. Trunk distribution of a link as viewed by two nodes with different
switching architectures.

Let T1 denote the number of available trunks on the first hop and T2 denote the
number of free trunks on the last link of the first hop as viewed by the first node in
the second hop. Let f2 denote the number of available channels. Available channels
are those free channels in the set of available trunks and f1 denotes the number of
free channels on the link.

The required mapping, P(T3, T4 | T1, T2) is then computed as

P(T3, T4 | T1, T2) =
K S∑
f1=0

K S∑
f2= f1

P( f1, f2 | T1, T2) P(T3, T4 | f1, f2) (15.40)

where P( f1, f2 | T1, T2) denotes the probability of f2 channels being free on the
link with f1 among them being available given that T2 trunks are free on the link
with T1 among them being available for a path up to that link. P(T3, T4 | f1, f2)
denotes the probability of having T4 free trunks with T3 among them available as
viewed by another node given that f2 channels are free on the link with f1 among
them being available.

P( f1, f2 | T1, T2) is computed by conditioning on the number of free channels
available in the link as

P( f1, f2 | T1, T2) = P( f2 | T1, T2) P( f1 | T1, T2, f1) (15.41)

= P( f2 | T2) P( f1 | T1, T2, f1) (15.42)

where P( f2 | T1, T2) denotes the probability of having f2 channels free in the link
given that T2 trunks are free with T1 among them being available. This is reduced
to P( f2 | T2) as the number of free channels on the link does not depend on the
available trunks in the path. This probability is computed using the two-link model
described earlier.

P( f1 | T1, T2, f2) denotes the probability of f1 channels being available on the
link given that T2 trunks are free with T2 of them being available and f2 channels
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free. It is computed as follows:

P( f1 | T1, T2, f2) = ξT1 ( f1)ξT2−T1 ( f2 − f1)∑ f2
f=0 ξT1 ( f )ξT2−T1 ( f2 − f )

(15.43)

In the above ξt ( f ) denotes the number of ways of arranging f free (or available)
channels across t free (or available) trunks such that each trunk has at least one free
(or available) channel in it. ξt ( f ) is computed as follows:

ξT ( f ) =
min(S1, f )∑

x=1

ξ1(x)ξt−1( f − x) (15.44)

Let ξ1(x) denote the number of ways of arranging x free channels over a trunk.
With S1 channels per trunk, ξ1(x) is computed as follows:

ξ1(x) =

⎧⎪⎨
⎪⎩
(

S1

x

)
if 1 ≤ x ≤ S1

0 otherwise

(15.45)

The probability of finding the trunk distribution as viewed by the second node
given the trunk distribution and the channel distribution as viewed by the first
node depends on how the channels are distributed across the trunks at the two
nodes. While there could be several possible choices, there are two cases that are
of interest: (i) only the number of trunks that a link is viewed as is known for both
the nodes and the exact architectures are not known and (ii) the precise grooming
architecture at the two nodes is known.

Case 1: architecture-independent mapping. In this case, the exact architecture
of the two nodes connected to a link is not known. The only information that is
known is the number of trunks that each node views the link as having. The precise
mapping of channels from a trunk as viewed by one node to that viewed by the other
is not known. Due to the lack of knowledge of the exact architecture, knowledge of
the channel distribution alone is employed for mapping the trunk distribution. The
required probability, P(T3, T4 | T1, T2, f1, f2), is computed as

P(T3, T4 | T1, T2, f1, f2) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ζT4 (T3, f1, f2)∑K2
t3=0

∑K2
t4=t3

ζt4 (t3, f1, f2)
if T3 ≤ T4

0 otherwise

(15.46)

where ζt (t ′, f1, f2) denotes the number of ways of arranging f2 calls across t
trunks such that a trunk having a call belonging to f1 available trunks would result
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Fig. 15.7. Channel distribution across trunks as viewed by two nodes employing
different switching architectures.

in exactly t ′ trunks being available. This value is computed using the following:

ζt (t
′, f1, f2) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

t

t ′

min( f1,S2)∑
x=1

min( f2,S2)∑
y=x

ζt−1(t ′ − 1, u1 − x, u2 − y)ζ1(1, x, y)

if t ′ > 0 and u1 > 0
min( f2,S2)∑

y=1

ζt−1(t, f1, f2 − y)ζ1(1, x, y)

if t ′ = 0 and u1 = 0

(15.47)

It has to be noted that the computation of the probability P(T3, T4 | T1, T2, f1, f2)
does not depend on T1 and T2.

Case 2: architecture-dependent mapping. This choice arises from an architec-
tural viewpoint. Note that when a link has multiple fibers, wavelengths, and time
slots, the alternatives for trunk switching are limited to treating either the wave-
length or the time slot as a trunk, when only limited switching is allowed. In such
a case, two nodes that view the link differently would have the channel distribu-
tion as considered here. For example, consider a link with two wavelengths and
three time slots per wavelength. Let node 1 view the link as wavelength trunks,
i.e. two trunks with three channels in each. Let node 2 view the link as time-slot
trunks, i.e. three trunks with two channels in each. This scenario is depicted in
Fig. 15.7 showing the distribution of channels across trunks as seen by the two
nodes.

In this case, due to the regularity in the channel distribution, the knowledge of
the trunk and channel distribution as seen by node 1 could be used to derive the
lower bound on the trunk distribution as seen by node 2. For example, if three
channels are free with one trunk being free as viewed by node 1, then a minimum
of three trunks need to be free as viewed by node 2. In general, if f1 channels and
T1 ( f1 > 0 and T1 > 0) trunks are free, then a minimum of f1 K2/T1S1 trunks must
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be free as viewed by the second node. Recall that K2 denotes the total number of
trunks in a link as viewed by node 2 and S1 denotes the number of channels per
trunk as viewed by node 1. The same reasoning is true for the lower bound on the
available trunks as well.

The required probability P(T3, T4 | T1, T2, f1, f2) is then computed by setting
the probability values of those trunk distributions that are not feasible to zero,
specifically P(T3, T4 | T1, T2, f1, f2) is set to 0 if one of the following holds true:

T1 > 0 and T3 <
f1 K2

T1S1
(15.48)

T2 > 0 and T4 <
f2 K2

T2S1
(15.49)

The probabilities are then normalized to set the sum of all the conditional proba-
bilities to 1. This pruning of state-space depends entirely on the architecture, hence
it will be different for different architectures.

15.7 Improving the accuracy of the analytical model

It can be observed that the analytical model is developed based on a two-level
approach. First, the channel distributions are considered to evaluate trunk distribu-
tions at nodes and mapping probabilities. Employing these trunk distribution and
mapping probabilities, the blocking performance on a path is obtained. The compu-
tation of the blocking performance on a path does not explicitly include the channel
distribution on the link. Hence, the analytical model developed in this case is not an
exact computation of the blocking performance. However, in the next chapter it is
shown that sufficient accuracy is obtained in estimating the path and tree blocking
performance.

Some of the interesting features that are exhibited by networks cannot be ob-
served if the analytical model is evaluated only once. For example, if a network
rejects a larger number of calls that travel longer distances compared to another
network, then it would accept a larger number of calls that travel shorter distances.
In order to obtain the finer behavior, the analytical model needs to be evaluated
more than once by adjusting the parameters based on the results obtained in the
earlier runs.

The two main input parameters to the analytical model are the link load and link
load correlation. The computation of these two parameters is described in detail in
the next chapter. When calls are rejected by the network, these two parameters are
affected. The link load and link load correlation experienced by the network are
only due to the calls that are accepted in the network. Hence, blocked calls do not
have any effect on these parameters.
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Let Pb,z denote the probability of a call that requires a connection of length
z hops and a bandwidth of b channels. The adjusted link load seen in the network
is computed as follows:

λ′ = Nλn
∑N−1

z=1

∑B
b=1 zbpz,b[1− Pb,z]

L
(15.50)

The average path length and average capacity requirement of a call are adjusted
using the following relations:

Z ′
av =

N−1∑
z=1

B∑
b=1

z pz,b [1− Pz,b] (15.51)

B ′
av =

N−1∑
z=1

B∑
b=1

b pz,b [1− Pz,b] (15.52)

The average resource required by a call is computed as follows:

R′
av =

N−1∑
z=1

B∑
b=1

zbpz,b [1− Pz,b] (15.53)

The adjusted link load correlation is obtained using the following relation:

γ ′c =
(

1− B ′
av

R′
av

)
1

E
(15.54)

where E denotes the number of exit links in the network.
The adjusted values for link load and link load correlation can be employed to

evaluate the blocking performance iteratively. Such an iterative procedure could
provide significant insights into the working of the network when the blocking
probabilities are beyond a certain threshold. However, if the blocking probability
values are very low, then the reduction in the link load and correlation values is not
significant. Hence, such iterative procedures do not improve the accuracy of the
model at low loads.
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Validation of the TSN model

In order to evaluate the accuracy of the proposed analytical framework, a set of
different network topologies as listed below are used. These topologies are eval-
uated using a simulation setup described in Section 16.1 and the performances of
analytical and simulation models are compared.

(i) Unidirectional ring network with N nodes (N odd)

P(z) =
{ 1

N − 1
1 ≤ z ≤ N − 1

0 otherwise
(16.1)

E = 1 (16.2)

(ii) Bidirectional ring network with N nodes (N odd)

P(z) =
{ 2

N − 1
1 ≤ z ≤ N − 1

2
0 otherwise

(16.3)

E = 1 (16.4)

(iii) Bidirectional M × M mesh-torus network (M odd)

P(z) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

4z

M2 − 1
if 1 ≤ z ≤ M − 1

2
4(M − z)

M2 − 1

M − 1

2
< z ≤ M − 1

0 otherwise

(16.5)

E = 3 (16.6)

280
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Table 16.1. Networks with their average shortest path length and
link load correlation

Average shortest
Network path length Correlation

25-node bidirectional ring 6.5 0.8462

25-node unidirectional ring 12.5 0.92
11-node unidirectional ring 5.5 0.8182

5× 5 bidirectional mesh-torus 2.5 0.2
7× 7 bidirectional mesh-torus 3.5 0.2381

3× 3 unidirectional mesh-torus 2.25 0.2778
3× 5 unidirectional mesh-torus 3.214 0.3444
3× 6 unidirectional mesh-torus 3.706 0.3651

(iv) Unidirectional R × C mesh-torus network

P(z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z + 1

RC − 1
1 ≤ z < min(R, C)

min(R, C)

RC − 1
min(R, C) ≤ z < max(R, C)

R + C − z − 1

RC − 1
max(R, C) ≤ z < R + C − 1

0 otherwise

(16.7)

E = 2 (16.8)

The above selection of networks represents a variety of average lengths for the
shortest path between node-pairs, and hence various link load correlations. Ring
networks have longer path lengths and hence have a higher link load correlation.
A mesh-torus has the same number of nodes as a ring network, but has a smaller
average shortest path length due to the increased connectivity. Hence the mesh-
torus has low values of correlation. Table 16.1 lists the specific incarnations of the
network topologies and their respective average shortest path length and link load
correlation.

16.1 Simulation setup

To validate the analytical model a network simulation framework is used. A network
is composed of source–destination nodes that can generate requests and act as a
destination for requests generated at other source–destination nodes. A network also
comprises dummy nodes that switch traffic across and are not capable of generating



282 Validation of the TSN model

requests or being the destination of requests generated at other nodes. With the use
of the above two kinds of nodes it has been shown that a node channel-space switch
can be modeled. Such a network specification allows one to model networks with
a heterogeneous switching architecture.

The requests are generated according to a Poisson process with a rate N(s)λ, where
N(s) denotes the number of source–destination nodes. Any source–destination node
in the network is equally likely to be the source of the request. The destination
of a request is uniformly selected from the remaining source–destination nodes. A
request that is generated is fed to multiple networks that are derived from a physical
network, but with differing network architectures. The requests are considered by
different networks independently. The networks are assumed to employ a shortest-
path routing strategy. If more than one path with the minimum path length is
available, then one of them is selected at random. A connection is attempted along
the path. If sufficient resources are available, then the call is accepted. Otherwise, the
call is rejected. It is to be noted that not all of the paths with minimum length are
attempted to establish the call. It is possible that among the paths that have the
minimum length, there is one path that could accommodate the call, but is not
chosen when selected randomly.

The results presented here are based on the following simulations. The exper-
iments are run for a total of 500 000 requests with performance metrics obtained
after every 100 000 requests resulting in five sets of values. The blocking probabil-
ity is obtained as the fraction of the number of calls blocked to the total number of
calls received in the network.

16.2 Homogeneous networks performance

The following two networks are considered: (i) a 25-node bidirectional ring network
and (ii) a 5× 5 bidirectional mesh-torus network. Three different trunk–channel
combinations are considered:

(i) one trunk with 20 channels;
(ii) two trunks with 10 channels each; and

(iii) four trunks with five channels each.

Two different switch architectures are considered: (i) full-permutation switching
per trunk (FP) and (ii) channel-space switching (CS).

Full-permutation switching. For full-permutation switching per trunk employed
at every node in the network, Fig. 16.1 shows the blocking performance with respect
to different path lengths obtained through an analytical model and simulation for
the total network load of 60 Erlangs. The simulation results are shown as points,
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Fig. 16.1. Blocking performance of a 25-node bidirectional ring network with full-
permutation switching per trunk for calls of varying path lengths for a network
load of 60 Erlangs (link load of 7.8 Erlangs).

while the lines show the values predicted by the analytical model. It is observed
that the accuracy of the analytical model improves with an increase in path length.
For calls with a path length of one hop, the analytical model predicts a blocking
probability that is approximately a factor of 4 higher than the simulation values. It is
also observed that the accuracy of the analytical model improves with the decrease
in the number of trunks.

One of the effects that is observed with the different trunk and channel combi-
nations is that a network that blocks more calls with longer path lengths tends to
accept more calls with shorter path lengths. These are revealed in the simulation.
However, the trends are not reflected in the analytical model. If the nodes in a
network view a link as having more trunks with fewer channels in each, then it
reflects a lower switching capability in the network. In such networks, calls that
require longer paths will experience more blocking compared to a network that
has more switching capability. Because of this, a network with a lower switching
capability would accept more calls traveling over a fewer number of hops compared
to networks with a higher switching capability. Analytical models do not predict
such a trend when they are employed once. Analytical models directly predict the
capability of the switch for a specific load in the network. In order to obtain the
trend as seen in the simulation, the link load and the correlation have to be computed
analytically based on the blocking probabilities obtained. The computed average
link load and the correlation can be used to recompute the blocking probabilities.
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Fig. 16.2. Blocking performance of a 5× 5 bidirectional mesh-torus network for
calls of varying path lengths for a network load of 400 Erlangs (link load of
10 Erlangs).

Figure 16.2 shows the blocking performance on a 5× 5 bidirectional mesh-
torus network for calls of different path lengths for offered network loads of 400
Erlangs (corresponding to link loads of 10 Erlangs). It is observed that the results of
the analytical model closely match the simulation results. As observed in the ring
network, the analytical model predicts the same blocking performance for different
trunk and channel combinations for calls that travel shorter lengths.

Channel-space switching. A channel-space switch is modeled by converting every
node in the physical network as one source–destination node with dummy nodes as
described in Section 15.5. It is to be noted that despite the full-channel interchanger
at the input of every trunk, channel continuity has to be satisfied at the switch. Hence,
these switches are expected to block more calls compared to the full-permutation
switches.

Figure 16.3 shows the blocking performance of a 25-node bidirectional ring
network with a channel-space switch for calls of different path lengths. It is again
observed that the analytical model provides an accurate prediction at low loads and
the accuracy drops as the load increases.

Comparing the performance of the channel-space switch with that of the full-
permutation switching (refer to Fig. 16.1 for the performance of full-permutation
switching), it is observed that the blocking performance when employing the
channel-space method do not vary significantly. Hence, in networks with a higher
link load correlation, channel-space switches can be employed with minimal impact
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Fig. 16.3. Blocking performance of a 25-node bidirectional ring network, employ-
ing channel-space switching, for calls of varying path lengths for a network load
of 60 Erlangs (link load of 7.8 Erlangs).

on the blocking performance. Note that a channel-space switch has a lower imple-
mentation complexity compared to a full-permutation switch. The increase in the
complexity of the switches would necessitate power compensation and clock syn-
chronization at different stages in the switch, thus increasing the cost of switching.

Instead of simulating a more complex 5× 5 bidirectional mesh network, a 3× 3
unidirectional network is used for simulation. These two networks are similar in
many ways. Both networks have the same maximum hop length. The distribution
of the hop lengths are different, hence the link load correlation for the two net-
works differ, but not significantly. For a 3× 3 network, the channel-space switch
has limited switching capability, the blocking probability increases at a higher rate
with increasing path length compared to a full-permutation switch. Hence, as the
correlation in the network decreases, the individual link loads become more inde-
pendent, hence the blocking on longer paths increases.

Figure 16.4 shows the blocking performance of a 3× 3 unidirectional mesh-torus
network with nodes employing channel-space switching for an offered network
load of 72 Erlangs. It is observed that the analytical model closely approximates
the simulation results. For connections with a path length of one hop, the blocking
probability predicted by the analytical model is approximately a factor of 4 higher
than the simulation values. This is again due to the effect of networks with a lower
switching capability having a tendency to accept more connections of shorter path
length compared to networks with a higher switching capability. For path lengths
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Fig. 16.4. Blocking performance of 3× 3 mesh-torus network, employing
channel-space switching, for calls of varying path lengths for a network load
of 72 Erlangs (link load of 9 Erlangs).

of two through four, the analytical model gives a good estimate of the blocking
performance.

For a network with a lower link load correlation, the rate of increase of the
blocking performance with increasing path length is higher. One of the trends in the
blocking observed with the channel-space switch is that the blocking performance
varies by up to two orders of magnitude between path lengths of one and four.
Comparing this performance with the performance of full-permutation switching
in a 5× 5 bidirectional mesh-torus network (Fig. 16.2), the rate of increase due to the
full-permutation switch is lower. Also, note that the link load correlation of a 5× 5
bidirectional mesh-torus network is lower than that of a 3× 3 unidirectional mesh-
torus network. While this observation favors employing full-permutation switching,
channel-space switching with other trunk assignment algorithms such as first-fit,
best-fit, etc. or rearranging the connections would help to reduce the blocking
performance even when channel-space switching is employed.

An important observation made from the performance of homogeneous networks
is that the blocking performance of establishing unicast connections under differ-
ent grooming capabilities does not vary significantly. The difference in blocking
performance is well within an order of magnitude. Therefore, in networks that have
predominantly unicast connections requiring one time-slot capacity, improving the
grooming capability of the network may not result in a significant improvement
in the blocking performance. For example, it is observed that a significant gain in
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performance is not achieved by employing one wavelength with 20 time slots
(1× 20) as compared to four wavelengths with five time slots (4× 5). The advan-
tage of employing four wavelengths is that the switching speed in the network can
be four times as slow as that employed in a single-wavelength network.

16.3 Heterogeneous networks performance

The blocking performance of a nine-node unidirectional ring network and 3× 3 uni-
directional mesh-torus networks employing heterogeneous switching and grooming
architectures is evaluated in this section. A link with 20 channels organized as two
fibers, five wavelengths per fiber, and two time slots per wavelength is considered.

A node can be classified into any one of the following categories based on the
level of grooming:

(i) a time-slot level grooming node;
(ii) a wavelength-level grooming node; or

(iii) a full-grooming node.

A time-slot-level grooming node would view the link as two trunks with ten
channels each. A wavelength-level grooming node views a link as five trunks with
four channels each, while a full-grooming network views a link as one trunk. Two
different switching architectures are employed at a node for a trunk:

(i) full-permutation switch and
(ii) channel-space switch.

All of the nodes employ a similar switching architecture within a trunk, while
the trunk definition could vary. The nine-node unidirectional ring network and
3× 3 unidirectional mesh-torus network with heterogeneous node architectures
are organized as shown in Figs. 16.5 and 16.6 with nodes of the same architecture
being equally spaced.

It can be seen that any path with a certain path length can be classified into three
categories depending on the source. A path may originate from a time-slot-level
grooming node, a wavelength-level grooming node, or a full-grooming node. These
paths are referred to as path-1, path-2, and path-3, respectively.

Each call needs one time-slot capacity. The results of the analytical model shown
in the graphs are obtained without employing knowledge concerning the trunk
distribution for mapping the trunk distribution between adjacent nodes. The dif-
ference in blocking performance obtained with and without using the exact trunk
information is found to be less than 2%. Hence, these are not plotted in the graphs
for the sake of clarity.
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Time slot-level grooming node

Wavelength-level grooming node

Full grooming node

Fig. 16.5. A nine-node heterogeneous unidirectional ring network with three dif-
ferent switch architectures.

Time slot-level grooming node

Wavelength-level grooming node

Full grooming node

Fig. 16.6. A nine-node heterogeneous bidirectional ring network with three dif-
ferent switch architectures.

Figure 16.7 shows the blocking performance of a nine-node unidirectional ring
network with nodes employing full-permutation switching in each trunk for three
different path types with varying path lengths for an offered network load of
15 Erlangs (link loads of 7.5 Erlangs).

It is observed that the performance trend observed with the simulation for the
different path lengths is also observed through the analysis. The blocking perfor-
mance as estimated by the analysis is the same for all the paths with a length of
one hop. This is due to the reason that a single-hop blocking performance remains
the same for a given link load and correlation factor for any switch architecture.
For two-hop paths, the blocking performance depends on the switching capability
of the intermediate node. The following observations are made.
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Fig. 16.7. Blocking performance of a nine-node heterogeneous unidirectional ring
network with nodes employing full-permutation switching in each trunk for an
offered network load of 15 Erlangs.

(i) Calls that would have the intermediate node as a full-grooming node (path-2) would
experience the least blocking.

(ii) Calls with the intermediate node as a wavelength-level grooming node (path-1) have
the highest blocking among calls that require two-hop connections.

(iii) Similarly, for three-hop connections, calls with intermediate nodes as full-grooming
(FG) and TG nodes (path-2) experience the level of lowest blocking.

(iv) Calls with TG and WG nodes as intermediate nodes (path-3) would experience max-
imum blocking. Now, note that more calls requiring connections with two and three
hops are rejected at a wavelength-level grooming node due to insufficient switching
capacity at the immediate neighboring node.

(v) Calls requiring a one-hop connection originating at the WG node experience a lower
blocking performance.

It is also observed that these performance trends remain the same with increasing
load, and thus only depend on where the nodes are positioned.

It is to be noted that although the analytical model shows these trends, the
difference in blocking performance between calls of different categories is not
exactly the same as that seen in the simulation results. Hence, minor differences in
the blocking probabilities seen through simulations may not be observed through
the analytical model.

Figure 16.8 shows the blocking performance of a nine-node heterogeneous ring
network with nodes employing channel-space switching. The configuration of the
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Fig. 16.8. Blocking performance of a nine-node heterogeneous unidirectional ring
network with nodes employing channel-space switching in each trunk for an of-
fered network load of 15 Erlangs.

nodes in the ring is similar to that considered earlier (shown in Fig. 16.5). It is
observed that the difference in blocking performance observed through simulation
for calls originating in different nodes, but having the same path length, are as
pronounced as observed when full-permutation switching is employed at the nodes.
Hence, the analytical model predicts almost the same blocking performance for
paths originating at different nodes but having the same length.

Figure 16.9 shows the blocking performance for paths originating at different
nodes versus the path length for offered network loads of 72 Erlangs, in a 3× 3
heterogeneous unidirectional mesh-torus network (as shown in Fig. 16.6) with
nodes employing full-permutation switching in every trunk. It is observed that the
performance trends exhibited by the simulation are also reflected by the analytical
prediction, although the difference in blocking performance as predicted by simu-
lation and analysis are different.

Figure 16.10 shows the blocking performance for paths originating at different
nodes versus the path length for the offered network load of 72 Erlangs in a 3× 3
heterogeneous unidirectional mesh-torus network (as shown in Fig. 16.6) with
nodes employing channel-space switching in every trunk. It is observed that the
difference in blocking probability among calls originating at different nodes, but
having the same path length, is not as pronounced as that exhibited when full-
permutation switching is employed.
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Fig. 16.9. Blocking performance of a 3× 3 heterogeneous unidirectional mesh-
torus network with nodes employing full-permutation switching in each trunk for
an offered network load of 72 Erlangs.

Fig. 16.10. Blocking performance of a 3× 3 heterogeneous unidirectional mesh-
torus network with nodes employing channel-space switching in each trunk for an
offered network load of 72 Erlangs.
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16.4 Observations

Note that the observations made with regard to the difference in the blocking prob-
abilities of calls originating at different nodes, but having the same path length, ex-
hibiting significant differences in the case of full-permutation switching compared
to channel-space switching, cannot be generalized for any arbitrary arrangement of
nodes in the ring.

The important observation to be made in the case of heterogeneous networks is
that connections with the same hop length could see different blocking probabilities
depending on the switching capability of the intermediate nodes. Therefore, it
becomes critical to evaluate the importance of a node when the network is upgraded.
For example, if only a few wavelength converters are available, then it is critical
which nodes in the network are upgraded with this additional flexibility.

Determining the criticality of a node implies evaluating the blocking performance
of paths that pass through it under different grooming scenarios. The analytical
model allows one to predict the blocking performance of the path with more than one
switching architecture. Resource placement algorithms that depend on evaluating
path-blocking probabilities to identify an optimal placement of resources in the
network employ the analytical model developed in Chapter 15.



17

Performance of dynamic routing in WDM
grooming networks

The performance of dynamic routing schemes for WDM grooming networks is
explained using the example network shown in Fig. 17.1. Assume that every link
carries two wavelengths with four time slots per wavelength. The figure shows the
available wavelength capacity (in time slots) on the two wavelengths on each of the
links at some point of time during the network operation.

17.1 Information collection

Every node in the network is assumed to maintain the global state information
through a link-state protocol. The information collection and path selection are
based on two metrics: the available wavelength capacity and the hop length. A
path with W wavelengths with C channels per wavelength is denoted by a vec-
tor {(A1, A2, . . . , AW ); H}, where each Aw (1 ≤ w ≤ W ) denotes the number of
available channels on a wavelength and H denotes the hop count. For a link vector,
the value of H is 1. The available capacity on a wavelength w and the hop length
of a path p are denoted by Aw

p and Hp, respectively. It should be noted that the link
information is represented here in a vector form for simplicity.

Dijkstra’s shortest-path algorithm is extended to the above link-state vector,
referred to as extended Dijkstra’s shortest-path (EDSP) algorithm, and is employed
at every node in the network. The EDSP algorithm uses the link-state vector as
defined above instead of the single metric that is traditionally used. The EDSP
algorithm has two important operations: (i) combining two path vectors and (ii)
selecting the best path vector. Let ψik and ψk j denote the path vectors from node i
to node k and from node k to node j , respectively. The path vector from node i to
node j through k is obtained by combining the path vectors ψik and ψk j , denoted
by ψi j = ψik ⊕ ψk j . The vectors are combined in different ways depending on the
grooming capability of node k.

293
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Fig. 17.1. Example network employing two wavelengths per fiber. The tuples de-
note the available capacity on the two wavelengths, c© IEEE. Source: R. Srinivasan
and A. K. Somani, Request-specific routing in WDM grooming networks, in ICC
2002 [187].

The second operation of selecting the best path vector from a given set of path
vectors is defined by a specific path selection policy. For example, the traditional
shortest-path algorithm selects a path with minimum hop length.

17.1.1 Wavelength-level grooming networks

In wavelength-level grooming networks, connections cannot be switched from one
wavelength to another. Hence, a wavelength continuity constraint is obeyed. Two
paths vectors ψik and ψk j are combined at a WG node to obtain ψi j where Aw

i j =
min(Aw

ik, Aw
k j ) and Hi j = Hik + Hkj .

Consider the example network shown in Fig. 17.1 and assume that node 4 can
perform wavelength-level grooming. The path from node 1 to node 6 through node
4 is described by the vector ψ16 = {(0, 1); 2}.

17.1.2 Sparse full-grooming networks

In sparse full-grooming networks, a few nodes in the network have full-grooming
capability. Low-rate traffic streams can be switched across wavelengths at these
nodes. Hence, the maximum capacity of a connection that can be switched by an
FG node corresponds to the maximum available capacity across different wave-
lengths on an output link. In such a scenario, the available capacity on a path Pi j
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Fig. 17.2. Visualizing a constrained grooming network.

on a wavelength w is obtained by combining two path metrics Pik and Pkj as
Aw

i j = min(Aw
ik, Amax

k j ) where Amax
k j denotes the maximum available capacity across

different wavelengths on the path from k to j . The hop length is computed as
Hi j = Hik + Hkj .

Again consider the example network in Fig. 17.1 with the assumption that full-
grooming is available at node 4. The vector for the path from node 1 to node 6
through node 4 is obtained as ψ16 = {(0, 2); 2}.

17.1.3 Constrained grooming networks

In constrained grooming networks, grooming is accomplished only on the dropped
wavelengths. Again, consider the example in Fig. 17.1. Let two connections exist
between nodes 3 and 6 through node 4. Assume that the first connection occupies
two channels on the first wavelength while the second occupies three on the second
wavelength. Although both of the wavelengths have free channels, they cannot be
used to reach node 4 as the wavelengths are not dropped at node 3. Hence, when a
lightpath is set up between a source and a destination, they can be treated as logical
neighbors. The established lightpaths can then be used to route further connections
by updating the link-state information.

If the nodes in the network shown in Fig. 17.1 perform constrained grooming,
then the network is viewed as shown in Fig. 17.2. The lightpaths that are established
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Fig. 17.3. Widest-shortest path routing.

between nodes that are not physical neighbors are shown as dotted lines. Two path
vectors in such networks are combined in a manner similar to that of wavelength-
level grooming networks.

17.2 Path-selection algorithms

The path-selection algorithms considered are restricted to destination-specific ap-
proaches. The different path-selection algorithms specify the rule for selecting the
best path vector in the EDSP algorithm. Four examples of path-selection algorithms
are listed below.

(i) Widest-shortest path routing (WSPR). In this approach, the available wavelength
capacity vector on a path is ordered in descending values of the individual wavelength
capacities. Thus an available wavelength capacity vector A′p = (A′1, A′2, . . . , A′W ) is
said to be in descending order if A′i ≥ A′j for i < j and 1 ≤ i, j ≤ W .

An ordered vector A′ = (A′1, A′2, . . . , A′W ) is said to be smaller than another ordered
vector B ′ = (B ′

1, B ′
2, . . . , B ′

W ) if for some i (1 ≤ i ≤ W ), A′i < B ′
i and for all j < i ,

A′j = B ′
j . The vectors are said to be equal if A′i = B ′

i , for all i , where 1 ≤ i ≤ W .
Otherwise, A is said to be larger than B. A path with the largest path vector is said
to be the widest path and is chosen for establishing a connection as illustrated in
Fig. 17.3. In the case of a tie, the path with the minimum hop length is chosen.

(ii) Shortest-widest path routing (SWPR). This is conventional shortest-path routing
based on the hop length. If more than one such path is available, the widest among
them is chosen as shown in Fig. 17.4.

(iii) Available shortest-path routing (ASPR). In this approach, the shortest path among
those that can accommodate the request is chosen. The paths that can accommodate the
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Fig. 17.4. Shortest-widest path routing.

Fig. 17.5. Available shortest-path routing.

request are those that have at least one wavelength that can accommodate the request.
If two paths that can accommodate the request have the same hop length, then one of
them is chosen at random (Fig. 17.5).

If two path vectors are equal according to any of the above algorithms, one of the
path vectors is chosen at random. Note that only the selection of the path vector is
based on the ordered available capacity vector. WSPR and SWPR are examples of
destination-specific routing schemes while ASPR is an example of request-specific
routing. In ASPR, the set of feasible paths is chosen based on the capacity requirement
of the request.
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17.3 An example

Consider the example network shown in Fig. 17.3. Assume that every link carries
two wavelengths and each wavelength is divided into four time slots. The tuples
shown in the figure correspond to the available wavelength capacity on each wave-
length.

Consider a request that originates from node 2 destined to node 6. The SWPR
algorithm selects the path 2 → 5 → 6 with path vector {(0, 0); 2}. The request
cannot be accommodated due to a lack of capacity on link 5 → 6. The WSPR
algorithm selects the path 2 → 1 → 3 → 4 → 6 with path vector {(0, 4); 4}.
These paths are chosen irrespective of the request requirements.

The ASPR algorithm selects the path based on the request. If the request is for
one time slot, then the path 2 → 1 → 4 → 6 with a path vector {(0, 1); 3} or
2 → 3 → 4 → 6 with path vector {(2, 2); 3} is chosen. If the request is for two
time slots, the path 2 → 3 → 4 → 6 with path vector {(2, 2); 3} is chosen. If the
request is for three or four time slots, then the path 2 → 1 → 3 → 4 → 6 with
path vector {(0, 4); 4} is chosen.

17.3.1 Dispersity routing

In another routing approach, the connection for a request of capacity b has to be
established on just one wavelength, then it is only possible to use the SWP and WSP
algorithms. If multiple wavelengths can be used to meet the capacity requirement,
the request is split into b requests of unit capacity each. If the path from the source
to the destination can accommodate the set of b requests, then the request is said
to be accepted. Otherwise, it is blocked. Such an approach to routing larger ca-
pacity requests by splitting them into smaller capacity requests is called dispersity
routing. In this chapter, it is assumed that a request can be assigned channels that
are dispersed over wavelengths of the same path, referred to as wavelength-level
dispersity routing. When dispersity routing is employed, a path is said to be wider
if the total available capacity on all the wavelengths in the path is higher.

17.4 Performance of routing algorithms

The performance of four path-selection algorithms described in the previous section
is evaluated on the 14-node 22-link NSFnet. The performance results reported in
this section are restricted to wavelength-level grooming employed at all nodes in
the network.

When a request arrives at a node, the path to the destination is chosen using
one of the above-mentioned path-selection schemes. The wavelength allocated to
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establish the connection is the one that can just accommodate the capacity of the
request (best-fit wavelength assignment). SWPR and WSPR algorithms are used in
networks that do not allow dispersity routing while SMSPR and MSSPR are used
by networks that employ dispersity routing.

17.5 Experimental setup

The experimental setup for the simulation is based on the following assumptions.

� The arrival of requests at a node follows a Poisson process with rate λ and are equally
likely to be destined to go to any other node.

� The holding time of the requests follows an exponential distribution with unit mean.
� The capacity requirement of a request is equally likely to take integer values from 1 to 8.
� Every link has a 128-channel capacity divided over W wavelengths.

A network with each link consisting of one fiber with 16 wavelengths in each
fiber and eight channels per wavelength is referred to as a 16 × 8 network. Four
different wavelength–channel combinations are considered: (i) 16× 8, (ii) 8× 16,
(iii) 4× 32, and (iv) 1× 128. The requests are generated independently at a rate
of Nλ, where N denotes the number of nodes in the network. The requests are
equally likely to have any of the N nodes as their source. The generated requests
are fed to the different networks running in parallel and their performances are
measured. A total of 6× 105 requests were generated with performance metrics
being measured in batches of 105 requests. The average of the performance metrics
over six observed sets of values are reported in the results.

17.5.1 Performance metrics

The performance metrics that are measured are:

(i) the request blocking probability;
(ii) the average path length of an accepted connection (Z );

(iii) the average shortest path length of an accepted request (Zm); and
(iv) the network utilization (η).

The blocking probability is computed as the ratio of the number of blocked
requests to the number of total requests generated. Z is computed as the average
of the length of the paths assigned to the accepted requests by a specific routing
algorithm. Zm is computed as the average of the shortest path length of the requests
accepted by the routing algorithm. It can be observed that SWPR would have
Z = Zm while other routing schemes would have Z ≥ Zm .
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Fig. 17.6. Blocking performance of different routing algorithms on 16× 8 and
1× 128 NSFnet.

The network utilization is computed by assigning an effective network capacity
requirement for a request. A request r for capacity b from source s to destination
d has an effective capacity requirement of b × hs , where hs is the shortest path
length from the source to the destination. This effective capacity requirement of
a request is the minimum capacity that is required in the network to support the
request, irrespective of the routing algorithm. If a routing algorithm selects a path
of length h for the connection, b(h − hs) denotes the additional capacity used by
the network to support the connection.

The effective network capacity utilized at an instant of time, denoted by U ,
is defined as the sum of the effective network capacity requirement of all the
connections that are active at that instant. The value of U at any instant of time
is bounded by L × C , where L is the total number of links in the network and
C is the capacity on each link. The network utilization is then computed as the
ratio of the effective used capacity to the maximum capacity of the network as
η = U/LC .

17.5.2 Blocking performance

Figure 17.6 shows the blocking performance of different routing algorithms on
16× 8 and 1× 128 NSFnet. It is observed that ASPR performs better than SWPR
and WSPR. It is also observed that as the network load is increased, the blocking
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Fig. 17.7. Network utilization of different routing algorithms on 16× 8 and
1× 128 NSFnet.

performance of WSPR worsens as it routes connections over wider but longer paths
resulting in a wastage of bandwidth.

17.5.3 Network utilization

Figure 17.7 shows the network utilization under different routing algorithms on
16× 8 and 1× 128 NSFnet. It is observed that ASPR achieves the maximum
utilization compared to WSPR and SWPR. As the offered load increases, the dif-
ference between the network utilization is higher for a 1× 128 network over a
16× 8 network.

17.5.4 Average path length

More insights into the workings of the algorithms are obtained by observing the
average path length of the connections established. Figure 17.8 shows the average
path length of connections established in the networks by different routing algo-
rithms. It is observed that WSPR selects longer paths for establishing connections
compared to ASPR and SWPR. This difference is significant when the grooming
capability in the network is increased. This indicates that increasing the grooming
capability helps dynamic routing algorithms to find more paths but at the expense
of longer path lengths. SWPR has the least value for this metric as it selects only
shortest paths.
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Fig. 17.8. Average length of connections established by different routing algo-
rithms on 16× 8 and 1× 128 NSFnet.

The average path length for a connection established under WSPR remains al-
most constant with load as preference is given to distributing the load over the entire
network. On the other hand, SWPR only attempts this on the shortest path. As the
network load increases, more longer path requests are blocked, hence this results in
a decrease in the average path length. ASPR behaves similarly to SWPR under low
loads. However, as the offered load to the network is increased, ASPR attempts to
route connections on the longer paths, hence the trend of increasing average path
length with increasing offered network load.

The average path length for all the routing algorithms for a 1× 128 network
is higher than that of a 16× 8 network because more requests are accepted, but
along longer paths in the former network due to the increased grooming capability.
Increasing the grooming capability improves the chances of finding a path between
nodes, though it would result in a wastage of network resources.

17.5.5 Average shortest path length

Figure 17.9 shows the average shortest path length of accepted requests for different
routing schemes. At low loads, very few requests are rejected. Hence, the average
shortest path length of accepted requests is the same for different routing schemes.
When the offered load to the network is increased, requests with a longer shortest
path length experience more blocking, resulting in a bias in favor of requests with
a smaller shortest path length. The lower the value of this metric for a routing
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Fig. 17.9. Average shortest path length of connections established by different
routing algorithms on 16× 8 and 1× 128 NSFnet.

algorithm, the stronger is the bias in favor of requests with a smaller path length.
ASPR performs the best with respect to this fairness metric. It is observed that in-
creasing the grooming capability enhances the performance of the routing schemes
with respect to this metric.

The routing schemes also exhibit a bias in favor of smaller capacity connections
when the offered load to the network is increased. Requests for larger capacity
experience more blocking than those for smaller capacity. Such a behavior is pro-
nounced in networks that have less grooming capability. Figure 17.10 shows the
average capacity of accepted requests for different routing schemes. It is observed
that increasing the grooming capability enhances the fairness of the routing algo-
rithms with respect to requests of different capacity requirement.

The average shortest path length and average capacity of accepted requests quan-
tify the fairness property of the routing algorithms. An ideal routing algorithm would
have a constant value for these metrics at all network loads.

It is observed that ASPR offers better performance over SWPR and WSPR
algorithms with respect to various performance metrics. Similar performance results
are obtained for 8× 16 and 4× 32 NSFnet.

17.5.6 Effect of dispersity routing

In order to improve the network performance under different routing algorithms,
dispersity routing is also employed. Dispersity routing removes the constraint of
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Fig. 17.10. Average capacity of accepted requests for different routing algorithms
on 16× 8 and 1× 128 NSFnet.

routing a connection entirely on a wavelength, and hence provides greater flexibility
in assigning connections. Figures 17.11 and 17.12 show the performance of different
routing algorithms on a 16× 8 NSFnet. It is observed that ASPR performs the best
when dispersity routing is employed.

From the results it is clear that employing dispersity routing significantly im-
proves network performance. At an offered load of 0.7, a network employing ASPR
with dispersity routing achieves a utilization of 0.62, while the utilization achieved
by employing ASPR without dispersity routing is 0.526, a 17.9% improvement.
Under dispersity routing, only the end nodes need to maintain information re-
garding how the connection is split, while the intermediate nodes would route the
connection as if they were unit capacity connections.

17.5.7 Effect of dispersity vs. grooming capability

While wavelength-level dispersity routing is one mechanism for achieving in-
creased network performance, alternatives to improve grooming capability can also
be considered as a solution. For example, instead of employing 16 wavelengths with
eight time slots, one could employ eight wavelengths and 16 time slots. As call re-
quirements still vary only between one and eight time slots, the latter wavelength and
time-slot combination would result in reduced blocking. However, such a change
increases the transmission speed on a wavelength, requiring faster switches at the
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Fig. 17.11. Performance of different routing algorithms on a 16 × 8 NSFnet with
and without dispersity routing: (a) blocking probability; (b) network utilization.
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Fig. 17.12. Performance of different routing algorithms on a 16× 8 NSFnet
with and without dispersity routing: (a) average shortest path length; (b) average
accepted request capacity.
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Fig. 17.13. Blocking performance of different routing algorithms on a NSFnet
with different levels of grooming capability and dispersity routing.

nodes. In the extreme, one could consider one wavelength with 128 time slots.
In this case, the switching speed has to be 16 times faster compared to that in a
16-wavelength eight-time-slot network.

Another approach to achieving improved performance is to employ multiple
wavelengths, but to include a wavelength conversion capability. This would elim-
inate the need for faster switches. For example, consider a network with eight
wavelengths and 16 time slots in each wavelength. If a limited wavelength conver-
sion capability is provided at a node where wavelengths W1 and W2, W3 and W4,
W5 and W6, and W7 and W8 can be interchanged, then this is similar to a network
employing four wavelengths and 32 time slots in each wavelength. In such an ar-
chitecture, the network cost is higher due to the wavelength conversion capability
at every node in the network.

The performance of dispersity routing and varying grooming capability is studied
to evaluate the tradeoff using four different wavelength and time-slot combinations:
16× 8, 8× 16, 4× 32, and 1× 128. In the case of 1× 128 there is no distinction
between routing a connection with or without dispersity.

Figure 17.13 shows the blocking performance of ASPR with dispersity routing
for the four different wavelength and time-slot combinations.

It is observed that the blocking performance is reduced with increasing groom-
ing capability. This performance improvement is observed to be gradual. It is also
observed that at offered loads of 0.5 and above, the blocking performance with
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various grooming capabilities is within the same order of magnitude. The perfor-
mance with respect to other metrics such as the network utilization, the average
shortest path length, and the average accepted call capacity were found to be very
close and difficult to distinguish when plotted in graphs, hence they are not shown.

It is concluded from the above results that a significant performance improvement
can be achieved with dispersity routing while having less grooming capability.



18

IP over WDM traffic grooming

The popularity of the Internet and internet protocol- (IP-) based internet services
is promising enormous growth in data traffic originating from hosts that are IP
endpoints. This growth is being fueled by various applications such as those driven
by the World Wide Web (WWW) and by the indirect impact of increased com-
puting power and storage capacity at the end systems. The advent of new services
with increasing intelligence and the corresponding bandwidth demands are further
adding to the traffic growth. New access technologies such as asymmetric digital
subscriber line (ADSL), high-bit-rate digital subscriber line (HDSL), and fiber to
the home (FTTH) would remove the access bottlenecks and enforce an even faster
growth of demand on the backbone network. As noted earlier, these changing trends
have led to a fundamental shift in traffic patterns and the traffic is mostly due to
data communications.

In the past, the amount of data traffic on carrier networks was small compared
with voice-centric traffic. Therefore, the carrier networks were designed to primarily
support voice traffic, and the data traffic was transmitted using the voice channels.
Now, the core networks are being designed primarily for data traffic with voice
support at the edges. Voice traffic can be carried in the core networks using “voice-
over-IP” or similar paradigms. To meet these growing demands, the use of WDM
will continue to increase in backbone networks. Architectures will be required to
satisfy the need for better quality of service (QoS), protection, and availability
guarantees in IP networks.

WDM significantly increases the fiber capacity utilization by dividing the avail-
able bandwidth into non-overlapping wavelength channels, supporting connections
between the two end nodes by establishing an all-optical channel, namely a light-
path, that allows the use of different formats, bit-rates, and protocol transparency.
At the same time, most network designers believe that IP is going to be the common
traffic convergence layer in communication networks. Consequently, IP over WDM
has been envisioned as the winning combination for the network architecture.

309
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Fig. 18.1. Possible layering architectures.

At present, WDM is mostly deployed in point-to-point networks and the current
four-layer architecture is shown in Fig. 18.1(a), in which IP routers are connected
to ATM switches. These networks use WDM to send ATM cells over SONET
devices that are connected to a WDM transport system. ATM switches are required
for multi-service integration (integrating voice and data). In addition, routers are
generally limited in speed compared to ATM switches. SONET is required for
aggregation (combining 155 Mbit/s ATM streams to OC-48 SONET streams) and
to provide protection.

As IP routers become significantly faster and support the quality of service
requirement in IP, the need for ATM diminishes. Beginning in 1996, packet over
SONET or IP over PPP over SONET started to become a popular approach. The
four-layer model depicted in Fig. 18.1(a) hence reduces to a three-layer architecture
as shown in Fig. 18.1(b), where IP data traffic is directly transmitted over SONET.

In 1999, several router manufacturers announced fast OC-192 interfaces. That
brought the need for traffic aggregation using SONET back under reconsideration.
Routers with SONET interfaces that can use the capacity of an entire wavelength
are available. Moreover, the protection and restoration function, which is provided
by SONET add–drop multiplexers (ADMs), can also be included in the IP and
WDM equipment. In 2000, ethernet framing also started gaining a foothold with
the evolution of 10 gigabit ethernet. Some researchers believe that SONET would
also not be required. The reduced architecture is called “IP over WDM” where
IP and WDM are the only two layers that are needed. This two-layer model is
shown in Fig. 18.1(c), which aims at a direct integration of IP with WDM optical
layers.

Multi-protocol label switching (MPLS) may provide an integration structure be-
tween IP and the WDM layer. In an MPLS network, incoming packets are assigned
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a “label” by a “label edge router” (LER). Packets are forwarded along a “label
switch path” (LSP) where each “label switch router” (LSR) makes forwarding de-
cisions based solely on the contents of the label. At each hop, the LSR strips off
the existing label and applies a new label which tells the next hop how to forward
the packet.

MPLS evolved from numerous prior technologies including Cisco’s “tag switch-
ing” [308], IBM’s “ARIS” [33], and Toshiba’s “cell-switched router” [312]. The
initial goal of label-based switching was to bring the speed of layer 2 (such as
ATM, frame relay or ethernet) switching to layer 3 (such as IP) by replacing the
complex IP address-based route lookup with fast label-based switching methods.
This initial justification for techniques such as MPLS is no longer perceived as the
main benefit, as layer 3 switches are now able to perform route lookups at sufficient
speeds to support most interface types. However, MPLS brings many other benefits
to IP-based networks such as the following:

� traffic engineering;
� virtual private networks (VPNs); and
� elimination of multiple layers.

Most carrier networks employ an overlay model. In these models SONET/SDH
is deployed at layer 1, ATM is used at layer 2, and IP is used at layer 3. Using MPLS
carriers can migrate many of the functions of the SONET/SDH and ATM control
plane to layer 3, thereby simplifying network management and network complexity.
Eventually, carrier networks may migrate away from SONET/SDH and ATM all
together. An extension of MPLS, namely multi-protocol lambda switching (MPλS)
has also been developed.

18.1 IP traffic grooming in WDM networks

A challenging problem for carrying IP traffic over WDM optical networks is
the huge opto-electronic bandwidth mismatch. The bandwidth on a wavelength
is 10 Gbit/s or more, while the subrate traffic connections can vary from STS-1
(51.84 Mbit/s) to the full wavelength capacity. Thus, the bandwidth of a full wave-
length is becoming too large for a single request. Therefore, the wavelength capacity
might be underutilized for IP-centric traffic unless it is filled up by efficiently ag-
gregated traffic.

One approach to provisioning fractional wavelength capacity, as discussed ear-
lier, is to divide a wavelength into multiple subchannels using time-, frequency-, or
code-division multiplexing, and then multiplex traffic on the wavelength, i.e. traffic
grooming. However, optical processing and buffer technologies are still not mature
enough to achieve online routing decisions at high speed. With the development of
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Fig. 18.2. Network representation for integrated routing computation.

MPLS and generalized MPLS (GMPLS) standards, it is possible to aggregate a set of
IP packets for transport over a single lightpath. Therefore, traffic grooming in IP over
WDM optical networks is performed at two layers, namely IP traffic grooming and
WDM traffic grooming. IP traffic grooming is the aggregation of smaller granularity
IP-layer traffic streams. It is performed at MPLS/GMPLS-enabled IP routers by
using transmitters and receivers. These aggregated traffic streams are then sent to the
optical layer where WDM traffic grooming (or wavelength-level traffic grooming) is
performed by utilizing optical add–drop multiplexors (OADMs). The two-layered
grooming reduces the workload at both IP and optical layers.

In the IP environment, the network topology is a general mesh and the traffic is
typically neither static nor known in advance. Static and dynamic traffic grooming
problems have been studied by various researchers. A novel algorithm for integrated
dynamic routing of bandwidth guaranteed paths in MPLS networks is developed
in [176]. In this work a node is viewed as W subnodes, where W denotes the num-
ber of wavelengths. A super-node is created for the node which has wavelength
conversion capability. Three different types of nodes, namely routers and OXCs
(with or without wavelength conversion capability), are considered. Different log-
ical links are created accordingly so as to create a new network representation.
Figure 18.2 gives an example of the network representation for integrated routing
computation.

In this example, each link is assumed to have two wavelengths, λ1 and λ2. Nodes
1 and 4 are routers, node 2 is an OXC with wavelength conversion, and node 3 is an
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OXC without wavelength conversion. Consider a request for 0.1 unit from node 1
to node 4 in Fig. 18.2. If this demand is routed from nodes 1 to 3 to 4 using λ1,
node 3 cannot use λ1 to route traffic along the path 2–3–4. This is due to the fact
that node 3 is an OXC and cannot switch between different wavelengths.

Routing in such a network is therefore decided by taking into account the com-
bined topology and resource usage information at the IP and optical layers, with
constraints on the maximum delay or the number of hops. However, the network
representation of Fig. 18.2 becomes very complex quickly with the increase in the
number of wavelengths. Therefore, it is hard to apply this algorithm in practical
DWDM optical networks.

The study in [110] also proposed another auxiliary graph according to the given
networking configuration. In this model a node is viewed as W + 2 layers with two
nodes at each layer, one acting as the input and the other being the output. Apart
from W layers with one for each wavelength, two layers called the access layer
and the lightpath layer are added. This more general graph model is applicable in
heterogeneous WDM mesh networks. An integrated traffic grooming algorithm and
an integrated grooming procedure that jointly solve traffic grooming subproblems
are developed. Several grooming policies are compared and evaluated through
simulations. However, this approach may also face a scalability problem as the
number of wavelengths increases. IP over WDM grooming has also been studied
in [40, 118, 133, 192, 193, 229].

18.1.1 IP traffic grooming issues

The main cost in IP traffic grooming is due to the transmitters and receivers at the end
nodes rather than the number of wavelengths, which was the main cost for grooming
in a ring network design. It has been shown that minimizing the required number of
transmitters and receivers is equivalent to minimizing the number of lightpaths that
are needed, since each lightpath needs one transmitter and one receiver. The problem
of minimizing the number of transmitters and receivers for a general topology is
studied in [293]. An ILP formulation is developed to solve the transmitter–receiver
minimization problem. A heuristic algorithm is presented based on successively
deleting lightpaths from an initial topology.

18.2 IP traffic grooming problem formulation

In this section, the design problem for a more general IP traffic grooming network
is formulated as an ILP optimization problem. A lower and an upper bound of the
transmitter–receiver problem is developed as well as a heuristic algorithm based on
traffic matrix transformation.
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Fig. 18.3. Illustrative example of IP traffic grooming.

Network model. There are two topologies associated with WDM optical networks:

� physical topology is represented by a graph G p(V, E), where V is the set of nodes and
E is the set of physical links;

� virtual topology (logical topology) is represented by a graph Gl(V, L) with nodes corre-
sponding to the nodes in the physical network and edges corresponding to the lightpaths.

Each lightpath may extend over several physical links (spans). Lightpaths can
be viewed as chains of physical channels through which packets are moved from a
router to another router toward their destinations. The link flow and link capacity
for link (m, n) (from node m to node n) are denoted by xmn and umn , respectively.

As mentioned earlier, the main cost in IP traffic grooming is due to the transmitters
and receivers. The number of transmitters and receivers is equivalent to the number
of lightpaths in the network. Figure 18.3 depicts an illustrative example that shows
how IP traffic grooming helps to reduce the number of transmitters and receivers
in a three-node network.

Assume that each link has a capacity of 100 units. The matrix in Fig. 18.3(a) is
the original traffic matrix. It includes the location and capacity of three requests.
Figure 18.3(a) depicts one solution in the absence of IP traffic grooming; it simply
establishes a lightpath (connection) for each s-d pair. It requires one transmitter and
one receiver at each node.
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Figure 18.3(b) depicts another solution based on the fact that the capacity re-
quested by s-d pair (1, 3) is relatively smaller. Thus, instead of reserving a separate
lightpath for it, the spare capacity along lightpaths 1 → 2 and 2 → 3 can be reused
to accommodate the traffic of the s-d pair (1, 3). That is, the traffic from node 1 to
nodes 2 and 3 all take the route from node 1 to node 2. Node 2 receives and analyzes
the traffic, drops the traffic that is destined for it and forwards the remaining traffic
(from node 1 to node 3) along with its own traffic (from node 2 to node 3) to node 3.
This add-and-drop procedure is performed by transmitters and receivers at node 2.
In this scenario, the traffic carried by the optical layer is represented by the matrix
in Fig. 18.3(b).

The scheme shown in Fig. 18.3(b) results in one fewer transmitters and receivers
in comparison to the scheme shown in Fig. 18.3(a). However, the lower size traffic
request (1, 3) takes a longer route in the IP layer to avoid reserving an entire
wavelength for it. This is the tradeoff that needs to be made in order to alleviate
wavelength underutilization in the optical layer. A formal problem statement of the
IP traffic grooming problem is given in the next section.

18.3 Solution for an optimal strategy

Let DN×N = {dst} denote the traffic matrix, which represents the capacity require-
ment of the systems, where dst denotes the traffic capacity required from source
node s to destination node t .

The IP traffic grooming problem can be described as follows. Given a traf-
fic matrix for a network, how does one aggregate the traffic requests, such
that the total number of transmitters (and receivers) required in the network is
minimized?

In the virtual topology, each arc corresponds to a lightpath between the node-
pair. Hence the problem of minimizing the number of lightpaths is equivalent to
minimizing the number of arcs required in the virtual topology.

Notice that if each request is assigned a dedicated lightpath, the virtual topology
would be a fully connected network if there is a request for each node-pair. The
desired grooming network is the one with a minimum number of transmitters and
receivers, which is a solution with a minimum set of arcs in its virtual topology that
is sufficient to carry the given traffic.

To simplify the problem, it is assumed that each request has a capacity smaller
than or equal to the full-wavelength capacity. Note that for a capacity requirement
of more than a full wavelength, there have to be some full-wavelength paths as-
signed to this request and its remaining capacity needs would be fulfilled using the
traffic grooming algorithm. The terms “link” and “arc” are used interchangeably
here.
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This problem is similar to a capacitated multi-commodity flow design problem
[218] with limited link capacities. Therefore, this problem can be formulated as an
ILP optimization problem. It is assumed that a request from the same s-d pair will
always take the same route. Also, it is assumed that each link has the same capacity
that is given by W × C , where W denotes the number of wavelengths carried by a
link and C denotes the full-wavelength capacity.

18.3.1 Notation

Parameters.

� W : maximum number of wavelengths in each direction in a bidirectional fiber
(technology-dependent data).

� C : maximum capacity of each wavelength. (It is assumed that each wavelength has the
same capacity.)

� s, t = 1, 2, . . . , N : number assigned to each node in the network.
� l = 1, 2, . . . , L: number assigned to each link in the network.
� Lk

st : (data) for each s-d node-pair, list all possible routes from the source node s to the
destination node t , excluding routes that pass through a node more than once, number
them using k as an index, e.g., r3

1,6 indicates the third route from node 1 to node 6.
� Al,k

st : (binary data), takes a value of 1 if arc l is on the kth path from node s to node t and
is zero otherwise.

Variables.

� γ k
st : binary variable, route usage indicator, takes a value of 1 if route rk

st is taken and zero
otherwise.

� ul : integer variable, logical link usage indicator, keeps an account of the number of
lightpaths on arc l in the virtual topology.

18.3.2 Problem formulation

(i) Objective: the objective is to minimize the number of arcs in the virtual topology. This
reflects the minimum number of lightpaths in the optical layer. Recall that the variable
ul counts the number of lightpaths on arc i in the virtual topology. If the capacity
carried by arc i exceeds the full-wavelength capacity, multiple lightpaths between the
same node-pair are required. Thus the number of transmitters (and receivers) increases:

min
∑
l∈L

ul (18.1)

(ii) Fiber link capacity constraint: let T Cl be the total capacity carried by link l, which is
given by Eq. (18.2). Constraint (18.3) guarantees that the aggregated capacity on any
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arc does not exceed the total fiber capacity, which is bounded by W × C :

T Cl =
∑

(s,t),s �=t

∑
k

γ k
st Al,k

st dst (18.2)

T Cl ≤ W × C (18.3)

(iii) Traffic routes constraint: Eqs. (18.4) and (18.5) ensure that if there is a request from
node s to t , one and only one route is assigned to the request. In other words, dst ≥ 0,
set

∑
k γ k

st = 1. Otherwise, there is no traffic request from node s to node t and none
of the routes from node s to node t will be taken, hence,

∑
k γ k

st = 0.∑
k

γ k
st ≤ dst (18.4)

NC
∑

k

γ k
st ≥ dst (18.5)

(iv) Arc usage constraint: recall that the arc usage indicator ul counts the number of
lightpaths required on arc l (logical link l) in order to carry the aggregated traffic
T Cl . ul = �T Cl/C�. This is obtained by using Eqs. (18.6) and (18.7). For example,
if C = 48 and T Ci = 62, �62/48� = 2 lightpaths are required on logical link i from
its start node to its end node,

C × ul ≥ T Cl (18.6)

C × ul ≤ T Cl + C (18.7)

Notice that from Eqs. (18.3) and (18.6), the total number of lightpaths on a
logical link l is bounded by the number of wavelengths on the optical fiber.

Further constraints, such as the limited number of transmitters on each node, can
be easily added to this formulation. This helps to capture the cost on each node in
the networks.

The limitation of this exact ILP formulation is that it enumerates all the possible
routers for each s-d pair and searches for an optimal set of arcs in the virtual
topology. In a fully connected network of N nodes, there are up to

∑N−2
h=0 Ph

N−2

possible routes for each s-d pair, where Pn
m is the permutation operation. This search

requires a large computation time as the network size increases. The formulation
can be further simplified by adding a hop-length constraint such that the number
of possible routes is reduced to a reasonable number; consequently, computation
time is saved. However, this network design problem is still a special case of the
multi-commodity flow problem, which becomes unmanageable even for moderate-
sized networks. Therefore, a heuristic approach would be desired to obtain “good”
solutions in a reasonable amount of time that capture all the constraints of the ILP
solution.
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18.4 Approximate approach

For a network G(V, E), in the absence of IP traffic grooming, the number of trans-
mitters and receivers required at node s, denoted by T xmax

s and Rxmax
s , respectively,

can be derived from the matrix DN×N :

T xmax
s =

∑
t :(s,t)∈E

⌈
dst

C

⌉
(18.8)

Rxmax
s =

∑
t :(t,s)∈E

⌈
dts

C

⌉
(18.9)

where C denotes the full wavelength capacity that can be utilized. This is because
request dst requires at most �dst/C� transmitters at node s to transmit traffic dst ;
likewise, it requires at most �dst/C� receivers at node t to receive traffic dst from
node s.

From the perspective of network flows, the total amount of outgoing traffic flow
seen by node s is

∑
t �=s dst , the total amount of incoming flow to node s is

∑
t �=s dts .

Hence, the minimum number of transmitters and receivers needed in the network
to carry the traffic in DN×N can be derived using the following two equations:

T xmin
s =

⌈∑
t :(s,t)∈E dst

C

⌉
(18.10)

Rxmin
s =

⌈∑
t :(t,s)∈E dts

C

⌉
(18.11)

In general, T xmin
s and Rxmin

s are loose lower bounds. The reason for this is that
in order to reduce the number of transmitters (and receivers) some s-d pairs may
have to take multiple hops and hence increase the link load in the virtual topology.
This overhead load is not captured in Eqs. (18.10) and (18.11), and it is dependent
on the traffic pattern.

18.5 Traffic aggregation algorithm

To develop a traffic aggregation heuristic approach, the basic idea is to merge the
smaller traffic request onto bigger bundles to reduce the number of transmitters
and receivers. Although the total number of lightpaths required in the network is
reduced, the finer granularity requests may take multiple hops and longer routes.
This may introduce a delay for lower-rate requests: it would be affordable in the
future slim IP-over-WDM control plane. As a matter of fact, this is a tradeoff which
has to be made in order to reduce the overall network cost.
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An element in the traffic matrix can be reallocated by merging it with other
traffic streams. Thus there is no need to establish a direct path for that s-d pair. An
element in the traffic matrix can be aggregated if it is smaller than the full capacity,
i.e. has spare capacity on a wavelength channel and allows other traffic streams to
be merged on it. Each element in the traffic matrix can be viewed as being in one
of three states:

� state 0: if it can be reallocated or be aggregated;
� state 1: if it cannot be reallocated, but can be aggregated;
� state 2: if it cannot be eliminated or aggregated. For example, if dst = 0, there is no traffic

to be reallocated, and there is no need to allocate traffic.

The goal of the traffic aggregation algorithm is to choose a traffic stream dst that
can be merged with some other traffic streams dsn and dnt , so that dst can be carried
using a multiple-hop path and not burden the system to establish a new path for
it. After selecting dst , the basic traffic aggregation operation on traffic matrix D
consists of the following three steps:

(i) dsn ← dst + dsn;
(ii) dnt ← dst + dnt ;

(iii) dst ← 0.

After this operation, the traffic request between s-d pair (s, t) is aggregated on
s-d pairs (s, n) and (n, t). Let T R(Ts,t,n) be the number of transmitters (equal to the
number of receivers) needed after merging dst with dsn and dnt . T R(T 0) is called
the upper bound, where T 0 is the original traffic matrix.

The key here is to select dst and node n to reduce the value of T R(Ts,t,n).
In experimenting with the ILP formulation, it is observed that the ILP solution
uses multi-hop routes for smaller requests, while the bigger requests tend to use
direct single-hop paths. This observation is used to develop a heuristic solution.
Figure 18.4 gives the traffic aggregation algorithm. The resulting new traffic matrix
gives the structure of a virtual topology and the required capacity on each physical
link. The idea behind this is to integrate a smaller traffic request, say dst , into the
larger traffic requests, dsn and dnt , to saturate the existing wavelength paths before
establishing a new one. This would force some smaller granularity traffic to take
longer routes with multiple hops, while saving some lightpaths.

The algorithm starts by finding the s-d pair with minimum request capacity that
is in state 0 (Step (ii) in Fig. 18.4), say dst . Next, it searches for a set of all eligible
intermediate nodes, namely K (step (iv)(a) in Fig. 18.4). Define the index value of
an item v in set K as index(v) = max(dsv, dvt ). The intermediate node n is selected
from K to saturate some wavelengths. Hence, if K is not empty, n is chosen as the
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Input: graph G(V, E) and a traffic matrix DN×N .
Output: rearranged traffic matrix DN×N .
Algorithm:

(i) Initialize s-d pair status:
if dst ≥ 0 then dst .state = 0,

else dst .state = 2.
(ii) target = min(dst : dst .state = 0).

(iii) If target = NULL, terminate.
(iv) else

(a) Set K = new stack. Pick node v that satisfies:
1. tsv.state ≤ 1, tvt .state ≤ 1;
2. dst + dsv ≤ C , dst + dvt ≤ C ;
3. T R(Ts,t,v) < T R(T ).
K .push {v}.

(b) Define index(v) = max(dsv, dvt ), v ∈ K .
(c) If K = �, then dst .state ← 1, go to (ii).
(d) else n = arg maxv∈K {index(v) : v ∈ K }.
(e) Update traffic matrix DN×N :

1. dsn ← dst + dsn;
2. dnt ← dst + dnt ;
3. dst ← 0, dst .state ← 2.

(v) Go to (ii).

Fig. 18.4. Approximate approach: traffic aggregation.

node with the maximum index value. The algorithm then updates the current traffic
matrix after an intermediate node is decided (step (iv)(e) in Fig. 18.4). If K is empty,
no eligible intermediate node is found for this s-d pair, dst .state is changed from 0
to 1, which means that request dst cannot be reallocated, but could be aggregated.
The algorithm keeps searching for the next s-d candidate for aggregation until no
eligible s-d pairs in state 0 can be found.

18.5.1 Complexity analysis

One s-d pair is changed from state 0 to either state 1 or state 2 in each step. Thus the
algorithm terminates after at most N 2 passes. The run time for searching target in
each loop is up to N 2; it takes another N loops to find the set K . Thus, the overall
computation complexity of this algorithm is O(N 5). In practice one will never see
this complexity and the algorithm terminates much faster than this. One way to
improve this is to use effective data structures to make the search more efficient
and faster.
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18.6 Example of traffic aggregation

Figure 18.5 illustrates an example of how the traffic aggregation algorithm per-
forms. Assume that each wavelength has a capacity of OC-48 (2.5 Gbit/s), and the
minimum allocatable unit is OC-1. Thus, C = 48. Consider a traffic matrix that is
composed of a random combination of OC-1, OC-3, and OC-12. An original traffic
matrix includes all possible s-d pairs, shown as the top left-hand matrix in Fig. 18.5.

Fig. 18.5. An illustrative example of the traffic aggregation algorithm.

The algorithm starts by finding the minimum eligible s-d pair that can be real-
located, which is (1, 4) with d1,4 = 2 in this example. Next, it finds the possible
intermediate nodes to include into set K . It can be observed that K = {2, 3} with
index(2) = 43 and index(3) = 37. Amongst the candidates nodes in K , the one
with the highest index value is chosen, that is n = 2. Next, the current traffic matrix
is updated by removing d1,4 from the original position and aggregating it with d1,2

and d2,4. This results in the matrix on the top right-hand side in Fig. 18.5. Next, the
algorithm selects d2,3 = 6 and completes its processing by choosing n = 1. The
algorithm continues until no more relocatable s-d pairs exist, as shown in Fig. 18.5.
The bottom left-hand matrix shows the final results. Application of Eqs. (18.8)
and (18.9) indicate that 12 transmitters (and receivers) are required for the original
traffic matrix. After traffic aggregation, this number is reduced by three. A more
detailed performance study is provided in Section 18.7.

18.6.1 Solutions and results

The ILP formulation of Section 18.3.2 is solved using the CPLEX Linear Opti-
mizer 7.0. The ILP formulation and the traffic aggregation approach are applied to
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Table 18.1. Requests matrix for a six-node network

1 2 3 4 5 6

1 0 3 3+1+1 12+12 3+1+1 12+12
2 12+12+12+3 0 3 1+3 0 1+1+12
3 3 1 0 12+12 3+1+1 0
4 3 12 3+12+3+3 0 1 3+1+1+12
5 3 3+12 12 0 0 3+1
6 1+3 12 0 3+12 0 0

solve the IP traffic grooming problem for a six-node network, with W = 6, C = 48.
Table 18.1 gives a traffic matrix with 50 randomly generated requests. The integer
numbers indicate the request capacity in units of OC-1 (51.84 Mbit/s). The objective
is to design a network with as few logical links as possible. Notice that there are in
total P0

4 + P1
4 + P2

4 + P3
4 + P4

4 = 65 routes for each s-d pair in a six-node network,
and this number increases dramatically as the network size increases. It would
be a great burden and might also be unnecessary to obtain optimality by searching
among all possible routes. Experiments with different maximum hop lengths (3,4,
and 5) are performed on this six-node network. The results show that limiting the hop
length to 3 still yields close to an optimal solution while the number of all candidate
paths for each s-d pair is effectively reduced from 65 to P0

4 + P1
4 + P2

4 = 17. This
significantly reduces the size of the feasible region for this ILP formulation, hence
it reduces the computation complexity needed in solving the ILP optimization
problem.

The results obtained from solving the ILP with a hop length of 3 and traffic
aggregation approach are shown in Figs. 18.6(a) and (b), respectively.

According to Eqs. (18.10) and (18.11), at least nine transmitters (receivers) are
required. Figure 18.6(a) shows an optimal solution consisting of 11 lightpaths by
solving the ILP formulation with a maximum hop-length limit of 3. Figure 18.6(b)
shows a solution with 12 transmitters (receivers) using the traffic aggregation ap-
proach. Table 18.2 shows the virtual topology routing assignments obtained by
solving the ILP formulation and the traffic aggregation heuristic algorithm.

18.6.2 Observations

Figure 18.6 also shows the similarity between the virtual topology design obtained
from solving the ILP formulation and the heuristic approach. More specifically,
the ILP formulation tends to keep bigger requests on shorter paths in the virtual
topology and tries to integrate smaller traffic streams onto bigger bundles. The
ILP approach provides an optimal solution by performing an exhaustive search
among all possible routes. The traffic aggregation heuristic algorithm also yields a
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Fig. 18.6. Comparison of the ILP solution and the heuristic approach: an illustra-
tive example. (a) Results obtained by solving the ILP optimization problem with a
hop-length limit of 3. (b) Results obtained from the traffic aggregation approach.

very good solution in this example by just performing a local search, which takes
much less computation time. However, as an approximate approach, the traffic
aggregation heuristic cannot guarantee optimality.

The integration of the traffic helps to reduce the number of transmitters and
receivers. On the other hand, it also introduces overhead traffic to the network
and impacts on the resource utilization. Besides, it adds potential delays to the
requests, which have been reallocated to take multiple hops in the virtual topology.
From Table 18.2 it can be observed that the average hop length in the ILP solution is
80/50 = 1.6. The average hop length in the traffic aggregation heuristic is 77/50 =
1.54, while without grooming, given enough resources, the minimum average hop
length is 1. The more one saves on transmitters and receivers, the longer the average
hop length is, and accordingly the longer the average delay. This is an unavoidable
tradeoff one would have to face.

The ILP approach becomes unmanageable quickly as the size of the network
increases. The reason for this is that the total number of possible arcs in the corre-
sponding fully connected network increases dramatically as the number of nodes
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Table 18.2. Resulting routes in virtual topologies

Node- Requested ILP formulation Traffic aggregation
pair capacity Route on VT Route on VT

1–2 3 1–6–2 1–4–2
1–3 5 1–4–3 1–4–3
1–4 24 1–4 1–4
1–5 5 1–4–3–5 1–4–3–5
1–6 24 1–6 1–6
2–1 39 2–1 2–1
2–3 3 2–4–3 2–1–4–3
2–4 4 2–4 2–6–4
2–6 14 2–4–6 2–6
3–1 3 3–5–2–1 3–4–1
3–2 1 3–5–2 3–4–2
3–4 24 3–5–4 3–4
3–5 5 3–5 3–5
4–1 3 4–1 4–1
4–2 12 4–6–2 4–2
4–3 21 4–3 4–3
4–5 1 4–3–5 4–3–5
4–6 17 4–6 4–2–6
5–1 3 5–4–1 5–2–1
5–2 15 5–2 5–2
5–3 12 5–2–4–3 5–3
5–6 4 5–4–6 5–2–6
6–1 4 6–2–1 6–4–1
6–2 12 6–2 6–4–2
6–4 15 6–2–4 6–4

increases. The performance of the IP traffic aggregation heuristic approach is stud-
ied in terms of wavelength utilization in the following section.

18.7 Performance study

A performance study for the above algorithm is carried out using the following
performance metrics.

Effective load. With a given traffic matrix DN×N , where dst is the amount of re-
quested wavelength capacity, given the physical topology for a network G p(V, E)
with N nodes, one can apply Dijkstra’s shortest-path algorithm to find the shortest
path between all s-d pairs. This forms a distance matrix HN×N = {hst}, where hst

denotes the physical distance from node s to node t . More specifically, here hst rep-
resents the shortest hop length from node s to node t . If the number of wavelengths
is sufficient, each request would use the corresponding shortest physical path. Thus
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the effective network load leff is defined as

leff =
∑
(s,t)

dst × hst (18.12)

This gives the minimum network resources in terms of the actual capacity needed
for the given traffic requests.

Offered load. In the wavelength-routed optical network without grooming capa-
bility, each request is assigned a full wavelength capacity C , even though the actual
requested capacity might be only a fraction of C . The minimum offered load of
a WDM network in the absence of grooming if denoted as lWDM. It is given by
Eq. (18.13) and represents the physical wavelength link product used without the
grooming capacity,

lWDM =
∑
(s,t)

⌈
dst

C

⌉
Chst (18.13)

Similarly, let lIP be the offered load by setting up lightpaths based on the new
traffic matrix D̄N×N = {d̄st}, which is obtained by using the traffic aggregation
approach. With sufficient wavelength resources, each s-d pair in D̄ would take its
corresponding shortest path. Recall the distance matrix HN×N = {hst}, lIP can be
obtained using Eq. (18.14). More specifically, this provides the lower bound on the
actual reserved capacity for the lightpaths after aggregation,

lIP =
∑
(s,t)

⌈
d̄st

C

⌉
hstC (18.14)

Wavelength utilization. The wavelength utilization is defined as the ratio between
the effective network load and the actual offered load. Hence, the wavelength uti-
lization in a WDM network without grooming capability and in IP traffic grooming
networks are given by Eqs. (18.15) and (18.16), respectively.

ηWDM = leff

lWDM
(18.15)

ηIP = leff

lIP
(18.16)

18.8 Examples

Figures 18.7–18.9 show a set of experiment results obtained for a 16-node
bidirectional ring topology and a 4× 4 mesh-torus network, respectively.
Additional experiments are for the ARPANET topology. The traffic generation
algorithm for a ring, a mesh, and ARPANET are the same. The traffic is uniformly
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Fig. 18.7. Resource requirement in a 16-node bidirectional ring network.

Fig. 18.8. Resource requirement in a 4× 4 bidirectional mesh-torus network.

distributed among all source–destination pairs. For each s-d pair, an integer number
between 0 and the maximum allowable traffic (max) is randomly generated. Thus
the mean is (max − 1)/2. By increasing the value of max , one can increase the
value of the mean traffic in the network. The wavelength utilization is shown in
Figs. 18.10 and 18.11 for the two topologies, ring and mesh, respectively. The bars
in Figs. 18.7 and 18.8 represent the number of equivalent OC-1 capacity units that
are required in different network topologies with different traffic matrices. Only
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Fig. 18.9. Resource requirement in the 20-node, 31-link bidirectional ARPANET.

Fig. 18.10. Wavelength utilization in a 16-node bidirectional ring network.

subrate traffic is considered in the experiments. The traffic matrix is randomly
generated and the effective load is increased by increasing the mean value of the
subrate traffic capacity. Ten experiments are performed for each traffic pattern and
the average values are presented as the final results.
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Fig. 18.11. Wavelength utilization in a 4× 4 bidirectional mesh-torus network.

Fig. 18.12. The 20-node, 31-link ARPANET topology.

Simulations on a 20-node, 31-link ARPANET topology (shown in Fig. 18.12)
are conducted and the corresponding results are shown in Figs. 18.9 and 18.13.

In the absence of traffic grooming, the capacity required in a WDM network
(the middle bar) does not change much as the subrate traffic requests vary. This is
because each connection is assigned an entire wavelength irrespective of whether it
actually requires a full-wavelength or a fractional wavelength capacity. A significant
improvement in the reserved capacity is observed when there are a greater number
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Fig. 18.13. Wavelength utilization in the 20-node, 31-link bidirectional ARPANET.

of finer granularity requests in the traffic matrix. This is because the wavelengths
are severely underutilized in WDM networks without traffic grooming when most
traffic requests are subrate traffic.

In comparison to the WDM networks without traffic grooming, the capacity
reserved in IP traffic grooming networks goes up as the effective load increases.
This reflects wavelength sharing among subrate traffic streams, which results in an
improvement in wavelength utilization.

Generally, given the same traffic matrix, more wavelength links are required in
a ring topology compared with a mesh-like topology. This can be observed from
Figs. 18.7 and 18.8 where the same traffic matrices are tested: the effective load in a
16-node ring is almost twice that of a 4× 4 mesh-torus network. This is partly due
to the longer average path length in a ring topology compared to a mesh network
with the same number of nodes. Besides, in a ring topology, each s-d pair only has
two alternate paths, when establishing the same number of lightpaths. Thus more
wavelengths are required in order to satisfy the wavelength continuity constraint. In
these experiments, the performance of the developed algorithm for the ring topology
is almost as good as it is for the mesh-torus topology.
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Light trail architecture for grooming

The conventional lightpath is an end-to-end system that is exclusively occupied
by its source and destination nodes, with no wavelength multiplexing between the
multiple intermediate nodes along the lightpath. Thus if there are not enough IP
streams to share the lightpath, the wavelength capacity is severely underutilized for
low-rate IP bursts unless the wavelength is filled up by the efficiently aggregated
IP traffic. The light trail is an architecture concept that has been proposed as a
novel architecture designed for carrying finer granularity IP traffic. A light trail is
a unidirectional optical trail between the start node and the end node [111, 173].
It is similar to a lightpath with one important difference in that the intermediate
nodes can also access this unidirectional trail. Moreover, the light trail architecture,
as detailed later on, does not involve any active switching components. However,
these differences make the light trail an ideal candidate for traffic grooming. In
light trails, the wavelength is shared in time by the nodes on the light trail. Medium
access is arbitrated by a control protocol among the nodes that have data ready to
transmit at the same time. In a simple algorithm, upstream nodes have a higher
priority compared to the nodes downstream.

Current technologies that transport IP-centric traffic in optical networks are often
too expensive, due to their reliance on an expensive optical and opto-electronic
approach. Consumers generate diverse granularity traffic and service providers
need technologies that are affordable and seamlessly upgradable. The exclusion of
fast switching at the packet/burst level, combined with the flexibility in provisioning
for diverse traffic granularity make light trails an attractive option for conventional
circuit and burst-switched architectures.

19.1 Light trail

A four-node light trail is depicted in Fig. 19.1. The light trail starts from node 1,
passes through nodes 2 and 3, and ends at node 4. Each of nodes 1–3 are allowed

330
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Fig. 19.1. A light trail and possible traffic streams.

Fig. 19.2. An example node structure in a light trail framework.

to transmit data to any of their respective downstream nodes without the need for
optical switch reconfiguration. Every node receives data from upstream nodes, but
only a requested destination node(s) accepts the data packets while other nodes
ignore them. An out-of-band control signal carrying information pertaining to the
setup, tear down, and dimensioning of light trails is dropped and processed at each
node in the light trail. Since a light trail is unidirectional, a light trail with NT nodes
can be utilized by up to NT (NT − 1)/2 optical connections along the trail. The six
paths for the four-node light trail are shown in Fig. 19.1.

19.2 Node structure

Figure 19.2 provides a node structure that can be deployed in a light trail frame-
work. In Fig. 19.2, the multiple wavelengths from the input link are demultiplexed
and then sent to corresponding light trail switches. A portion of the signal power
is directed to the local receiver and the remaining signal power passes through
an optical shutter. Such a shutter can be realized using various technologies as an
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Fig. 19.3. An example light trail node structure with three input fibers with two
wavelengths on each fiber.

acousto-optic tunable filter (AOTF). Thus, a node receives signals from all wave-
lengths. If a particular wavelength is not being used by an upstream node (the
incoming fiber has no signal), the local host can insert its own signal, otherwise it
does not use the trail. The local signal is coupled with the incoming signal as shown
in Fig. 19.2.

Figure 19.3 provides a detailed light trail node structure with three input and
three output fibers and two wavelengths on each fiber. The input signal is first de-
multiplexed, a portion of it is dropped, and the remainder goes to the corresponding
3× 3 wavelength switch, as depicted in Fig. 19.3. The outputs of the wavelength
switches go through the optical shutter and along with the local added signals, are
sent to the output ports of the light trail node. Notice that the optical shutter can be
located either before the wavelength switch or after it at the output side.

Figure 19.4 depicts the connection of a four-node light trail in a network and the
corresponding ON/OFF switch configurations. The direction of communication is
from node 1 to node 4. The light trail on that wavelength is shown separately in
Fig. 19.5. The optical shutter is set to an OFF state at the start and end nodes of the
light trail such that the signal is blocked from traveling further. For an intermediate
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Fig. 19.4. An example of using a light trail in a general topology network.

Fig. 19.5. An example node configuration in a light trail framework.

node along the light trail, the optical shutter is set to an ON state to allow the signal
to pass through the node.

A unidirectional light trail is thereby obtained from the start node to the end
node as shown in Fig. 19.5. No switch reconfiguration is required after the initial
light trail setup. Due to the power loss within the light trail, which mainly comes
from the power splitting at each node, the length of a light trail is limited and is
estimated in terms of the hop length. The expected length of a light trail is four to
six hops [168].

19.3 Light trail characteristics

There is no need to dynamically configure any switches when using light trails
to carry IP bursts. This leads to an excellent provisioning time. Moreover, the
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major advantage of using light trails for burst traffic, as compared to optical burst
switching (OBS), is the improved wavelength utilization. Here utilization is defined
as the ratio of the capacity used over time for actual data transmission to the total
reserved capacity. It has been shown that the utilization in OBS is severely degraded
compared to that in light trails as the network load increases [168]. More speci-
fically, the utilization of light trails is an order of magnitude better than that in OBS
under similar conditions.

Multicasting in the optical layer is another salient feature of the light trail
architecture. Nodes in a light trail are able to send the same quanta of informa-
tion to a set of downstream nodes without the need for special processing or control
arbitration.

In general, a light trail offers a technologically exclusive solution that enables a
number of salient features and is practical. It exhibits a set of properties that distin-
guishes and differentiates it from other platforms. The following four characteristics
are key properties.

� The light trail provides a way to groom traffic from many nodes to share a wavelength
path to transmit their subwavelength capacity traffic.

� The light trail is built using mature components that are configured in such a way as to
allow extremely fast provisioning of network resources. This allows for dynamic control
of the fluctuating bandwidth requirements on the nodes connected to a trail.

� The light trail offers a method to group a set of nodes at the physical layer to create optical
multicasting – a key feature for the success of many applications.

� The maturity of components leads to the implementation of the light trail in a cost-effective
manner, resulting in economically viable solutions for mass deployment.

The light trail architecture brings up various issues in designing optical networks
for transporting IP-centric traffic. These questions are as follows.

� How to identify a set of light trails at the design phase for the given traffic?
� How hard is this problem?
� What are the new constraints introduced by the light trail architecture?
� How good can wavelength utilization be in light trail networks?
� How to achieve survivability in light trail networks?

These questions are answered in the following.

19.4 Light trail design

To identify a set of light trails to carry the given traffic is one of the key issues in
setting up light trails in a WDM network. The performance of a light trail in terms
of wavelength utilization depends upon the locations of the light trail. The goal of
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the design problem is therefore to develop an effective method of grooming traffic
in a light trail architecture and to come up with a set of light trails. The light trail
design problem is stated as follows. Given a graph G(V, E), where |V | = N, and
traffic matrix DN×N , define a minimum number of light trails to carry the given
traffic.

The design problem is expected to be a hard problem. The approach to identifying
a set of light trails to be set up in a network presented here consists of two steps.
The first step is called the traffic matrix preprocessing step. As stated earlier, due to
the power losses on the lines, a long light trail may not be advisable. The length of
a light trail is limited and is specified in terms of the hop length, denoted by T lmax.
A reasonable hop length of a light trail is set to 5. Therefore in the first step, single
long-hop traffic is recursively divided into multiple hops.

The second step is to formulate the design problem and to solve it as an ILP opti-
mization problem, for a given network topology and refined traffic matrix obtained
from step one. The objective is to find the minimum number of light trails that are
required for the system to carry the traffic.

19.4.1 Step I: traffic matrix preprocessing

In preprocessing of a given traffic matrix, a single long-hop traffic is divided into
multiple hops to satisfy the hop-length constraint. For a given network physical
topology G(V, E), with N nodes and E links, one can apply Dijkstra’s shortest-
path algorithm to find the shortest path between all s-d pairs. This step results in a
distance matrix HN×N = {hst}, where hst denotes the physical distance from node
s to node t .

The length of a light trail is the main constraint due to the loss both at nodes and
over the links. Let T lmax be the maximum length of a light trail. For traffic between
an s-d pair (i, j), where hst > T lmax, it is not possible to accommodate this traffic
on a direct light trail. Thus, this traffic needs to go through multiple hops. Here one
light trail is counted as one “hop”. This necessitates the first step in this approach,
namely traffic matrix preprocessing.

Let DN×N = {dst} denote the estimated traffic matrix. Traffic matrix pre-
processing returns a modified traffic matrix that satisfies DN×N = {dst:hst ≤
T lmax,∀dst > 0}. Figure 19.6 provides pseudocode for the traffic matrix prepro-
cessing algorithm.

In this step, traffic on an s-d pair (s, t) with hst > T lmax is reallocated on multiple
hops. The goal is to find a node n such that the path from node s to node n forms
the first hop, which is less than T lmax in distance. The next intermediate node n is
found recursively for the new source node. Among all possible intermediate nodes,
n is chosen to be as close to the destination node t as possible, as shown in step
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Input: graph G = (V,E) and a traffic matrix DN N×
×

×

.
Output: rearranged traffic matrix DN N and the distance matrix DN N .
Algorithm:
Step 0: Apply Dijkstra’s shortest-path algorithm, calculate the distance matrix DN N

While (find (s, t) : dst > 0, hst >

>

Tlmax

max

)
{

(i) Pick an intermediate node n:
n = arg minv∈V {dvt | dsv T l };

(ii) Update traffic matrix DN N :
(a) dsn dsn + dst;
(b) dnt dnt + dst;
(c) dst 0.

}

×

×

→
→
→

Fig. 19.6. Light trail establishment step 1: traffic matrix preprocessing.

(i) in Fig. 19.6. This is done in order to reduce the number of hops that the original
traffic has to take.

After preprocessing of the traffic matrix, each non-zero element in the modified
traffic matrix would have a corresponding distance that is less than T lmax, the
maximum length allowed for a light trail.

19.4.2 Step II: ILP formulation

Given the network topology G p(V, E), and the modified traffic matrix obtained
from Step I, the next step is to list all possible paths within the hop-length limit for
each s-d node-pair. This can be accomplished by applying a breadth-first search
for each node. These eligible paths form a set of all possible light trails. Among
all of these possible choices, the next step is to choose an optimal set of paths to
form the light trail network, such that the total number of light trails is minimized.
This problem is formulated as an ILP optimization problem. It is also assumed that
each request cannot be divided into different parts and transferred separately.

For the given directed graph G p(V, E), N = |V |, let LT be the set of all possible
light trails within a hop-length limit T lmax, and τ = 1, 2, . . . , |LT | be the number
assigned to each light trail in the LT.

Let C denote the full-wavelength capacity, represented as an integer which is a
multiple of the smallest capacity requests. The smallest capacity request is denoted
as 1. The integer entry in the traffic matrix DN×N , represented by dst , denotes the
requested capacity from node s to node t in units of the smallest capacity request.

A single fiber network with fractional wavelength capacity is considered. Hence,
dst ≤ C . In the absence of wavelength converters, the wavelength continuity con-
straints must be satisfied for light trail networks. The grooming itself helps to
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increase the wavelength utilization and reduces the total number of wavelengths
that are required to satisfy the traffic needs. The following notation is used in the
problem formulation.

19.4.2.1 Variables
� µτ

st : (binary variable) route indicator, takes a value of 1 if request (s, t) takes light trail
τ and is zero otherwise. This also implies that nodes s and t are on trail τ and s is the
upstream node for t.

� δτ : (binary variable) light trail usage indicator, takes a value of 1 if trail τ is used by any
request and is zero otherwise.

19.4.2.2 ILP formulation

(i) Objective:

min
∑

τ

Cτ × δτ (19.1)

When Cτ = 1, the objective is to minimize the number of light trails that are required
in the network. When Cτ is defined as the hop length of light trail τ , the problem
becomes to minimize the total number of wavelength links in the networks, which
represent the total reserved capacity in the networks. This can be used to optimize the
wavelength capacity utilization, although that might consume more light trails.

(ii) Assignment constraint: each request is assigned to one and only one light trail:∑
τ

µτ
st = 1 ∀(s, t): dst ∈ D, dst > 0 (19.2)

(iii) Light trail capacity constraint: the aggregated request capacity on a light trail should
not exceed the full wavelength capacity:∑

(s,t)

µτ
st dst ≤ C (19.3)

(iv) Light trail usage constraint: if any of the s-d pairs is assigned on light trail τ , δτ is set
to 1; otherwise, if none of the s-d pairs picked light trail τ , δτ = 0. Recall that δτ is a
binary variable:

δτ ≥ µτ
st ∀(s, t): dst ∈ D (19.4)

δτ ∈ {0, 1} (19.5)

19.5 Solution considerations

The light trail design is a challenging problem for the following reasons.
First, in order to use a wavelength fully, one would like to groom near full-

wavelength capacity traffic onto the wavelength. This is similar to a normal traffic
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grooming problem, which is often formulated as a knapsack problem and is known
to be an NP-complete problem. However, it might be infeasible to simply set up a
light trail for any set of traffic requests that add up to C . For example, given that
d12 + d13 + d16 = C , it might not be possible to establish the desired light trail due
to the physical hop-length constraint. As a matter of fact, the light trail hop-length
limit introduces complexity to the problem.

Secondly, the ILP formulation of the light trail design problem is similar to the
bin packing problem [157], which is an NP-hard problem. However, if light trails
are treated as the “bins” and elements in the given traffic matrix as the “items” in the
bin packing problem, this problem differs from a normal bin packing problem due
to a potential physical route constraint that an item cannot be put in any of the given
bins, but only a subset of the bins. More specifically, an s-d pair can be assigned
to the routes that satisfy: (i) nodes s and t belong to the route and (ii) node s is the
upstream node of node t along the route. Hence, the approximate algorithms for
solving normal bin packing problems cannot be directly applied here for solving
the light trail design problem.

Light trail design: heuristic approaches. Since the study of [124] proves that the
light trail design problem is NP-hard, the following heuristic algorithm for light
trail design is proposed. It is well known that the first-fit and best-fit algorithms
are two common and effective heuristic algorithms for solving bin packing prob-
lems. In the following, the best-fit algorithm is used to solve the light trail design
problem.

19.5.1 The best-fit approach

Recall that after traffic matrix preprocessing, each request in the newly obtained
traffic matrix satisfies the light trail hop-length limit, that is, the shortest hop length
for each s-d pair is no greater than T lmax.

The goal of the second step is to identify a set of light trails for carrying the given
traffic. To do this, first pick the s-d pair that has the longest distance in the distance
matrix Hst , since a light trail between this s-d pair is eventually required.

Once an s-d pair with the longest physical hop length is found, the head and tail
of a light trail are decided. The goal now is to find the best eligible light trail between
these two end nodes. This is analogous to fully packing a “bin” in the bin packing
problem. There are two subproblems that need to be solved. First, selection of a
path (within the hop-length limit) between these two nodes is required. Secondly,
assignment of requests to this light trail needs to be identified.

In order to find the best light trail between the known head and tail nodes, an
exhaustive search among all the possible paths between the two nodes is performed.
Here the best-fit algorithm tries to pick up the path between the head and tail nodes
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that is the best among all the paths available between the head and tail nodes. This
is still a local search, therefore the final results might not be globally optimal.

For each eligible path between the known head and tail nodes, all possible s-d
pairs along this path are sorted according to their required capacities, before the
routing decision is made. There are two different ways of packing them onto a path
rather than doing it randomly. One is to allocate the smallest requests first, which is
called increasing packing order, and the other way is to allocate the biggest requests
first, which is called decreasing packing order.

� Increasing packing order tries to allocate finer requests first, so that the number of requests
that can be packed onto this path is maximized. There might still be some capacity left
on this light trail, but that is not sufficient for the next smallest request. This approach
grooms as many requests as possible onto the light trail, thereby leaving the rest of the
network with fewer requests that still need to be allocated. The expectation is that this will
contribute to a saving in the total number of light trails that are needed in the network.
However, for each light trail, the packing might not be the most efficient, or the spare
capacity might not be minimized.

� Decreasing packing order tries to allocate bigger requests first, and leaves the light trail
with minimum spare capacity. However, since the big requests are allocated first, the total
number of requests that can be carried by the light trail might be smaller than that of the
allocation in increasing packing order. Therefore, it could leave more requests unallocated
in the network and more light trails might need to be set up later on in order to carry all
the requests. The spare capacity on each light trail is minimized in this approach at the
time of allocating the capacity.

It is not clear which approach works better and always gives the minimum number
of light trails required in the network. It depends on the traffic patterns. A preferred
approach is to try both and choose the one that yields a better solution for given
data.

19.5.2 Algorithm design

For the given graph, all possible paths for each s-d pair can be computed. The path
information may be stored in the data structure called KSPath[N][N][NRoutemax]
that contains the path information for each route in the network.

For efficient usage, paths are sorted according to their physical hop length,
such that KSPath[head][tail][1] contains the shortest-path information (hop length,
intermediate nodes along this path) head to tail, and so on.

Figure 19.7 gives pseudocode for the best-fit algorithm. In this pseudocode, seq
is used to denote a route among all valid routes from which head and tail are chosen
to be the trail. Also notice that only subwavelength level requests are considered
here. Therefore by default a shortest path is chosen as the light trail to carry a given
request if no better path can be found; that is, initially seq = 1.
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Input: graph G = (V,E), the rearranged traffic matrix D ×N N and distance
matrix H ×N N .
Output: a collection of light trails.
Algorithm:
Initializations: d = 0, R = {(m,n): dm,n >

>

0}.
Do {

(i) (m,n) = arg max{hm,n: (m,n) ∈ R}.
head = m, tail = n .

(ii) Trailcap = dm,n, newstream = Trailcap,
best = 0, seq = 1.

(iii) for( = 1τ τ
τ

τ

τ

; NRoute max ; τ + +)
if(KSP [head][tail][ ].length T lmax)

(a) Copy all s-d pairs along path KSP [head][tail][ ] that need to be
allocated to arrayAllRequest[ ].
The length of AllRequest[ ] is known and denoted b

;

y NSD;
(b) Sort AllRequest[ ] according to the capacities;
(c) for(tmp = 1; tmp NSD; tmp + +)

if (newstream + AllRequest[tmp].cap C)
newstream = newstream + AllRequest[tmp].cap;

(d) if (newstream > best)
{

best = newstream;
seq =

}
(iv) Copy all s-d pairs along path KSP [head][tail][seq] that need to be allocated

to array AllRequest[ ].
The length of AllRequest[ ] is known and denoted by NSD;

(v) for(tmp = 1; tmp NSD; tmp + +)
if (newstream + AllRequest[tmp].cap C)
{

Trailcap = Trailcap + AllRequest[tmp].cap;
dAllRequest[tmp].src,AllRequest[tmp].dst= 0;

}
} While (R Φ�= )

>

>

>
>

>

Fig. 19.7. Light trail design step 2: best-first approach.

When there is a tie in route selection, the path that can accommodate most
requests is chosen. It is possible to design and apply different criteria. As mentioned
earlier, sorting AllRequest[ ] in different ways yields different algorithms, namely
best-fit decreasing packing order and best-fit increasing packing order.

19.5.3 Discussions

The proposed heuristic algorithm has two steps, as shown in Figs. 19.6 and 19.7.
Both the first step and the second step would need information on the paths between
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Fig. 19.8. A 10-node example network.

each s-d pair. Therefore, one can first find all possible paths for each s-d pair. The
worst-case complexity of an exhaustive search for each s-d pair is O(N 3). The total
running time for finding all possible routes is O(RN3), where R is the number of
s-d pairs (requests). In fact, instead of searching for all paths, it is preferable to
search among the K -shortest paths with K being big enough. This could reduce
the complexity to O(N (E + N log N + KN )) for all node-pairs. This may be a
promising choice for big networks.

In the best-fit packing of step 2, for each s-d pair, the best-fit route is chosen
among all K paths. For path τ with nτ nodes, there are a maximum of t = (nτ − 1)+
(nτ − 2)+ · · · + 1 = O(n2

τ ) s-d pairs, where nτ is bounded by T lmax. Hence t =
O(T l2

max). The sorting takes O(t log t) loops, and packing takes another t loops.
Thus the total complexity is O(t log t) loops for each path. There are K paths, and
the same procedure is performed on the selected best-fit path. Therefore, a total of
O(K (t log t)) = O(K (T l2

max log T lmax)) loops are needed for each s-d pair. At least
one s-d pair is eliminated from matrix R in Fig. 19.7 in each step and the program
stops when R is empty.

19.5.4 Algorithm performance

To evaluate the performance of the above ILP formulations and heuristic algorithms,
experiments are performed on a physical topology given in Fig. 19.8. To simplify
the problem, it is assumed that each physical link is bidirectional with the same
length.

Table 19.1 gives a randomly generated traffic matrix for this example. The integer
numbers indicate the requested capacity in units of OC-1 (51.84 Mbit/s). The entire
wavelength capacity is OC-48. As aforementioned, only the fractional wavelength
capacity is considered for traffic grooming in light trail networks. Intuitively, if
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Table 19.1. Traffic matrix for a 10-node network

1 2 3 4 5 6 7 8 9 10

1 0 5 8 11 3 8 5 7 8 10
2 3 0 8 4 0 5 1 2 3 1
3 9 3 0 7 3 10 11 8 0 6
4 6 0 8 0 2 5 5 2 1 1
5 0 6 10 4 0 2 11 10 5 2
6 11 3 4 4 3 0 2 6 8 3
7 0 2 10 2 11 5 0 1 6 0
8 0 5 6 2 3 1 11 0 5 0
9 4 5 11 8 8 2 3 1 0 5

10 0 9 9 3 7 10 1 2 1 0

Table 19.2. ILP: Resulting light trails T lmax = 4

No. Light trails Hops Accommodated s-d pairs Load

1 {2, 3, 4, 7, 9} 4 (3, 7) (3, 4) (2, 7) (2, 9) (4, 9) 23
2 {3, 2, 6, 8, 10} 4 (2, 6) (2, 8) (2, 10) (3, 6) (3, 8) (3, 10) 32
3 {4, 3, 2, 1, 5} 4 (4, 1) (4, 3) (4, 5) (3, 5) (1, 5) (3, 1) 34

(2, 1)
4 {4, 7, 6, 8, 10} 4 (6, 8) (6, 10) (4, 6) (4, 7) (4, 8) (4, 10) 22
5 {5, 1, 2, 3, 4} 4 (1, 2) (1, 3) (1, 4) (5, 2) (5, 3) (5, 4) 48

(2, 4)
6 {5, 1, 6, 7, 9} 4 (1, 7) (1, 9) (6, 9) 21
7 {5, 1, 6, 8, 10} 4 (1, 8) (1, 10) (1, 6) (5, 6) 27
8 {5, 8, 7, 9, 10} 4 (9, 10) (8, 9) (5, 9) (5, 8) (5, 7) (7, 9) 44

(5, 10)
9 {9, 7, 4, 3, 2} 4 (9, 2) (9, 3) (9, 4) (7, 3) (7, 2) (3, 2) 39

10 {9, 7, 6, 1, 5} 4 (7, 6) (6, 5) (9, 1) (9, 6) (6, 1) 25
11 {10, 8, 6, 2, 3} 4 (10, 3) (10, 2) (8, 3) (8, 2) (6, 3) (6, 2) 44

(2, 3)
12 {10, 8, 6, 7, 4} 4 (10, 6) (10, 4) (7, 4) (6, 4) (6, 7) (8, 4) 35

(8, 6) (8, 7)
13 {10, 9, 7, 8, 5} 4 (10, 9) (10, 8) (10, 7) (10, 5) (9, 8) (9, 7) 38

(9, 5) (8, 5) (7, 8) (7, 5)

every s-d pair requires a capacity greater than half of the full-wavelength capacity,
no two requests can be groomed on a light trail. Thus, it is assumed that most s-d
pairs request a small fractional capacity of the full-wavelength channel. Hence,
integer numbers between 0 and 11 are randomly generated as requested capacities
in the experiments. The resulting traffic matrix is shown in Table 19.1.
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Table 19.3. Local best-fit: resulting light trails T lmax = 4

No. Light tails Hops Accommodated s-d pairs Load

1 {3, 2, 6, 8, 10} 4 (3, 10) (2, 10) (2, 8) (3, 2) (6, 10) (2, 6) 44
(6, 8) (3, 8) (3, 6)

2 {10, 8, 6, 2, 3} 4 (10, 3) (8, 6) (10, 8) (6, 2) (6, 3) (8, 2) 47
(8, 3) (2, 3) (10, 2)

3 {1, 6, 2, 3, 4} 4 (1, 4) (6, 4) (2, 4) (1, 2) (3, 4) (1, 3) 47
(1, 6)

4 {1, 5, 8, 10, 9} 4 (1, 9) (10, 9) (5, 10) (1, 5) (8, 9) (5, 9) 41
(1, 8) (1, 10)

5 {2, 6, 8, 7, 9} 4 (2, 9) (2, 7) (6, 7) (7, 9) (6, 9) (8, 7) 31
6 {3, 4, 7, 8, 5} 4 (3, 5) (7, 8) (4, 5) (4, 8) (8, 5) (4, 7) 38

(7, 5) (3, 7)
7 {4, 3, 2, 6, 1} 4 (4, 1) (2, 1) (4, 6) (4, 3) (3, 1) (6, 1) 42
8 {4, 7, 9, 10} 3 (4, 10) (4, 9) (9, 10) 7
9 {5, 8, 7, 4, 3} 4 (5, 3) (8, 4) (7, 4) (5, 4) (5, 8) (7, 3) 38

10 {9, 7, 6, 2, 1} 4 (9, 1) (9, 6) (7, 2) (9, 7) (7, 6) (9, 2) 21
11 {9, 7, 4, 3} 3 (9, 3) (9, 4) 19
12 {9, 10, 8, 5} 3 (9, 5) (9, 8) (10, 5) 16
13 {10, 8, 6, 7, 4} 4 (10, 4) (10, 6) (10, 7) 14
14 {1, 5, 8, 6, 7} 4 (1, 7) (5, 6) (5, 7) 18
15 {5, 1, 2} 2 (5, 2) 6
16 {6, 1, 5} 2 (6, 5) 3

19.6 Light trail hop-length limit: Tlmax = 4

CPLEX Linear Optimizer 7.0 is used to solve the ILP formulation proposed. It is
assumed that each candidate path can be used once, that is, u = 1. Assume that the
hop-length limit T lmax = 4, from the topology it is observed that all s-d pairs have
paths within this hop-length limit. Hence, the traffic matrix preprocessing does not
make any change in the given traffic matrix.

Table 19.2 presents the results obtained by solving the ILP formulation with a
hop-length limit of T lmax = 4. It is observed that W = 4 is sufficient on each link,
although there is no constraint imposed on the number of wavelengths.

Table 19.2 shows that 13 light trails are needed to carry the given traffic. The
traffic assignment obtained from solving the ILP formulation is also listed. For each
light trail, the summation of all the traffic it carries is calculated and shown in the
rightmost column in Table 19.2.

Table 19.3 depicts the results from solving the local best-fit heuristic algorithm
proposed in Section 19.5.1. In this example, the local best-fit increasing packing
approach requires 16 light trails.
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Table 19.4. Traffic matrix for a 10-node network: after traffic matrix
preprocessing

1 2 3 4 5 6 7 8 9 10

1 0 5 8 11 3 8 5 7 8 10
2 3 0 17 4 0 5 1 2 3 1
3 9 3 0 7 3 10 11 14 0 0
4 6 0 8 0 2 5 5 2 1 1
5 0 6 10 4 0 2 11 10 5 2
6 11 3 4 4 3 0 2 6 8 3
7 0 2 10 2 11 5 0 1 6 0
8 0 5 6 2 3 1 11 0 5 6
9 4 5 11 8 8 2 3 1 0 5

10 0 18 0 3 7 10 1 2 1 0

Table 19.5. ILP: resulting light trails T lmax = 3

No. Light trails Hops Accommodated s-d pairs Load

1 {1, 6, 7, 4} 3 (1, 4) (6, 4) 15
2 {1, 6, 7, 9} 3 (1, 6) (1, 7) (1, 9) (6, 7) (7, 9) 29
3 {1, 5, 8, 10} 3 (1, 8) (1, 10) 17
4 {2, 3, 4, 7} 3 (2, 4) (3, 4) (3, 7) 22
5 {2, 6, 7, 9} 3 (2, 6) (2, 7) (2, 9) (6, 9) 17
6 {2, 6, 8, 10} 3 (2, 8) (2, 10) (6, 8) (6, 10) (8, 10) 18
7 {3, 2, 1, 5} 3 (3, 2) (3, 1) (3, 5) (2, 1) (1, 5) 21
8 {3, 2, 6, 8} 3 (3, 6) (3, 8) 24
9 {4, 7, 6, 1} 3 (4, 6) (4, 1) 11

10 {4, 7, 8, 5} 3 (4, 7) (4, 8) (4, 5) (7, 8) (7, 5) (8, 5) 24
11 {4, 7, 9, 10} 3 (4, 9) (4, 10) 2
12 {5, 1, 2, 3} 3 (5, 2) (5, 3) (1, 2) (1, 3) (2, 3) 46
13 {5, 8, 7, 4} 3 (5, 8) (5, 7) (5, 4) (8, 7) (8, 4) 38
14 {5, 8, 6} 2 (5, 6) 2
15 {5, 8, 10, 9} 3 (5, 10) (5, 9) (8, 9) 12
16 {6, 8, 5, 1} 3 (6, 5) 3
17 {8, 6, 2, 3} 3 (8, 3) (6, 3) 10
18 {9, 7, 6, 1} 3 (9, 1) (7, 6) (6, 1) 20
19 {9, 7, 6, 2} 3 (9, 6) (9, 2) (7, 2) 9
20 {9, 7, 4, 3} 3 (9, 7) (9, 4) (9, 3) (7, 4) (7, 3) (4, 3) 42
21 {9, 10, 8, 5} 3 (9, 10) (9, 8) (9, 5) (10, 5) 21
22 {10, 8, 6, 2} 3 (10, 8) (10, 6) (10, 2) (8, 6) (8, 2) (6, 2) 39
23 {10, 9, 7, 4} 3 (10, 9) (10, 7) (10, 4) 5
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Table 19.6. Local best-fit: resulting light trails T lmax = 3

No. Light trails Hops Accommodated s-d pairs Load

1 {1, 6, 7, 4} 3 (1, 4) (1, 6) (1, 7) (6, 4) (7, 4) (6, 7) 32
2 {1, 6, 7, 9} 3 (1, 9) (6, 9) (7, 9) 22
3 {1, 5, 8, 10} 3 (1, 10) (5, 8) (1, 8) (8, 10) (1, 5) (5, 10) 38
4 {2, 6, 7, 9} 3 (2, 9) (2, 6) (2, 7) 9
5 {2, 6, 8, 10} 3 (2, 10) (2, 8) (6, 8) (6, 10) 12
6 {3, 2, 1, 5} 3 (3, 2) (3, 1) (3, 5) (2, 1) 18
7 {3, 4, 7, 8} 3 (3, 8) (3, 7) (3, 4) (4, 7) (4, 8) (7, 8) 40
8 {4, 7, 6, 1} 3 (4, 6) (4, 1) (6, 1) (7, 6) 27
9 {4, 7, 8, 5} 3 (4, 5) (7, 5) (8, 5) 16

10 {4, 7, 9, 10} 3 (4, 9) (4, 10) (9, 10) 7
11 {5, 1, 2, 3} 3 (5, 2) (5, 3) (1, 2) (1, 3) (2, 3) 46
12 {5, 8, 7, 4} 3 (5, 4) (5, 7) (8, 7) (8, 4) 28
13 {5, 8, 10, 9} 3 (5, 9) (8, 9) (10, 9) 11
14 {8, 6, 2, 3} 3 (8, 3) (8, 6) (8, 2) (6, 3) (6, 2) 19
15 {9, 7, 6, 1} 3 (9, 1) (9, 7) (9, 6) 9
16 {9, 7, 6, 2} 3 (9, 2) (7, 2) 7
17 {9, 7, 4, 3} 3 (9, 3) (9, 4) (7, 3) (4, 3) 37
18 {9, 10, 8, 5} 3 (9, 5) (9, 8) (10, 8) (10, 5) 18
19 {10, 8, 6, 2} 3 (10, 2) (10, 6) 28
20 {10, 8, 7, 4} 3 (10, 4) (10, 7) 4
21 {2, 3, 4} 2 (2, 4) 4
22 {3, 2, 6} 2 (3, 6) 10
23 {5, 1, 6} 2 (5, 6) 2
24 {6, 1, 5} 2 (6, 5) 3

19.6.1 Light trail hop-length limit: Tlmax = 3

When the light trail hop-length limit is set to T lmax = 3, requests between some
node-pairs in the network shown in Fig. 19.8 have to be divided and allocated to
multiple light trails. More specifically, the shortest paths between nodes 3 and 10
have hop lengths of 4. Therefore, the request between these two nodes cannot be
accommodated on a single light trail. The traffic matrix preprocessing heuristic
rearranges the original traffic d3,10 onto d3,8 and d8,10. Similarly, the request from
node 10 to node 3 is aggregated onto the node-pair (10, 2) and (2, 3). The resulting
traffic matrix is shown in Table 19.4.

Solving the ILP formulation with this modified traffic matrix gives an optimal
solution consisting of 23 light trails as shown in Table 19.5. Experiments using both
local best-fit increasing and decreasing packing algorithms are performed, and the
better solution with a result of 24 light trails is chosen. The detailed results are
shown in Table 19.6.
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Table 19.7. ILP: resulting light trails T lmax = 5

No. Light trails Hops Accommodated s–d pairs Load

1 {1, 2, 3, 4, 7, 6} 5 (1, 4) (1, 6) (1, 7) (3, 6) (4, 6) 39
2 {2, 1, 6, 7, 9, 10} 5 (2, 1) (2, 6) (2, 7) (2, 9) (2, 10) (1, 9) 47

(1, 10) (9, 10) (6, 9) (6, 10)
3 {3, 4, 7, 8, 10, 9} 5 (3, 7) (3, 8) (3, 10) (4, 7) (4, 8) (4, 9) 42

(4, 10) (7, 8) (7, 9) (10, 9)
4 {4, 3, 2, 1, 5, 8} 5 (4, 1) (4, 5) (3, 2) (3, 1) (3, 5) (1, 5) 35

(1, 8) (2, 8)
5 {5, 1, 6, 2, 3, 4} 5 (5, 6) (5, 4) (1, 2) (1, 3) (6, 2) (6, 3) 45

(2, 3) (2, 4) (3, 4)
6 {5, 8, 10, 9, 7, 6} 5 (5, 10) (5, 9) (8, 9) (8, 7) (8, 6) (10, 6) 41

(9, 6) (7, 6)
7 {6, 1, 5, 8, 7, 4} 5 (6, 1) (6, 5) (6, 8) (6, 7) (6, 4) (5, 8) 47

(5, 7)
8 {9, 7, 8, 5, 1, 2} 5 (9, 7) (9, 5) (9, 1) (9, 2) (7, 5) (7, 2) 44

(8, 2) (5, 2)
9 {9, 10, 8, 7, 4, 3} 5 (9, 8) (9, 4) (9, 3) (10, 8) (10, 7) (10, 4) 48

(8, 4) (7, 4) (7, 3) (4, 3)
10 {10, 8, 5, 1, 2, 3} 5 (10, 5) (10, 2) (10, 3) (8, 5) (8, 3) (5, 3) 44

19.7 Light trail hop-length limit: Tlmax = 5

When T lmax increases to 5, the running time for solving the ILP formulation
increases dramatically. This is because, as mentioned earlier, the number of can-
didate paths increases very fast as T lmax increases. This increase introduces a sig-
nificant number of variables and constraints in the ILP formulation. The optimal
solution contains 10 light trails: the detailed results are shown in Table 19.7. The
heuristic algorithms give solutions in a timescale of seconds. The better solution
obtained from using both best-fit increasing packing order and best-fit decreasing
packing order consists of 13 light trails as shown in Table 19.8.

19.7.1 Discussions

An observation from the optimal solutions obtained by solving ILP formations is
that only the longest candidate paths are chosen as light trails. This is due to the
fact that only the number of light trails is being minimized. The program stops
searching further once the number of light trails does not decrease, even though it
is possible to substitute some light trails with the other shorter paths.

The problem becomes unmanageable in the case of the ILP approach as the
problem size increases. In such a scenario, the use of relaxation techniques would
be a preferred choice. When the traffic is uniform or the variations among different
requests are small enough that they can be approximately treated as uniform traffic,
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Table 19.8. Local best-fit: resulting light trails T lmax = 5

No. Light trails Hops Accommodated s-d pairs Load

1 {3, 2, 6, 7, 8, 10} 5 (3, 10) (3, 6) (3, 8) (6, 8) (2, 6) (3, 2) 48
(6, 10) (2, 8) (6, 7) (2, 7) (2, 10) (7, 8)

2 {10, 8, 7, 6, 2, 3} 5 (10, 3) (2, 3) (8, 3) (8, 2) (7, 6) (6, 3) 46
(6, 2) (10, 8) (7, 2) (10, 7) (8, 6)

3 {1, 5, 8, 6, 7, 4} 5 (1, 4) (1, 6) (1, 8) (1, 7) (5, 4) (6, 4) 48
(1, 5) (5, 6) (8, 4) (7, 4)

4 {1, 2, 3, 4, 7, 9} 5 (1, 9) (1, 3) (3, 4) (7, 9) (1, 2) (4, 7) 47
(2, 4) (2, 9) (4, 9)

5 {1, 5, 8, 7, 9, 10} 5 (1, 10) (8, 7) (5, 8) (5, 9) (8, 9) (9, 10) 48
(5, 10)

6 {3, 4, 7, 6, 8, 5} 5 (3, 5) (3, 7) (7, 5) (4, 6) (6, 5) (8, 5) 40
(4, 5) (4, 8)

7 {4, 3, 2, 6, 1} 4 (4, 1) (6, 1) (3, 1) (4, 3) (2, 1) 37
8 {4, 7, 8, 10} 3 (4, 10) 1
9 {5, 8, 7, 6, 2, 3} 5 (5, 3) (5, 7) (7, 3) (5, 2) 37

10 {9, 10, 8, 6, 2, 1} 5 (9, 1) (10, 6) (10, 2) (9, 2) (9, 6) (9, 8) 31
11 {9, 10, 8, 7, 4, 3} 5 (9, 3) (9, 4) (9, 7) (10, 4) 25
12 {9, 10, 8, 5} 3 (9, 5) (10, 5) 15
13 {6, 8, 10, 9} 3 (6, 9) (10, 9) 9

DN×N = {ds,t = d̄|∀(s, t)}. LP relaxation is a very effective means of obtaining
fast solutions. This can be achieved by modifying the light trail capacity constraint
in the ILP formulation in Section 19.4.2.2 as follows. The rest of the formulation
remains the same: ∑

(s,t)

µτ
s,t ≤ �C/d̄� (19.6)

0 ≤ δτ ≤ 1 (19.7)

0 ≤ µτ
s,t ≤ 1 (19.8)

In this formulation, the coefficient matrix of variables is totally unimodular.
Hence, LP relaxation still yields integer solutions. This effect is caused by the same
reason as noted earlier in LP to ILP in Section 6.1.1. Thus, this formulation can
be applied to solve the light trail design problem where the traffic requests have
similar capacities.

19.8 Restoration in the light trail architecture

As stated throughout the book, survivability is a critical issue in the design of light
trails for an optical network to survive failures as well due to the fact that a single
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link failure disrupts all the light trails that use the link. Each light trail carries
multiple connections. Therefore the effects would be catastrophic. For instance, if
a failed link has W wavelengths, it can carry up to W light trails. Each light trail
contains up to ( Nw

T
2 ) s-d pairs, where Nw

T denotes the number of nodes in the wth
light trail, w = 1, 2, . . . , W . Therefore, in the worst case a link failure may disrupt
up to

∑W
w=1( Nw

T
2 ) connections. To provide 100% protection in the WDM layer of a

light trail architecture implies that a backup light trail needs to be provided at the
time of establishment.

Recall that a key difference between the light trail and lightpath architectures
is that the intermediate nodes in a light trail can also have access to the medium.
Thus the restoration model for a light trail architecture is different from that in a
lightpath architecture as all node-pairs on the light trail need to be protected and an
assigned alternate path may not be possible. However, as in the case of lightpaths,
two possible protection schemes are possible, namely connection-based protection
and link-based protection. In the following it is assumed that there is no more than
one link failure at any time.

19.8.1 Connection-based protection

For each connection request dst , the resources are allocated to a primary connection
in a light trail LT1 and a backup connection in another light trail LT2. LT1 and LT2

are link-disjoint. The primary connection is a working connection when there is no
link failure. If a link on LT1 fails, the failure information is propagated through the
control channel. The source node s of the request receives the failure information; it
starts to transmit the data on LT2 to the destination t through the backup connection.

The scheme is explained through an example, shown in Fig. 19.9. Suppose that
there are two light trails: LT1, 1 → 2 → 3 → 4 and LT2, 2 → 6 → 5 → 4. LT1

and LT2 are link-disjoint. There is a connection request from node 2 to node 4. In
this case, a primary connection between nodes 2 and 4 is established on light trail
LT1 with the backup connection on light trail LT2. Suppose link 2 → 3 on LT1

fails, then light trail LT1 cannot be used. When this failure information reaches
source node 2, source node 2 starts to transmit data using the backup connection
LT2.

19.8.2 Link-based protection

In this case, for each link on a light trail, a backup sub-light trail is provided. When
a link on a light trail fails, a light trail is rerouted around the failed link and the
backup sub-light trail is used.
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Fig. 19.9. An example for a connection-based scheme.

Fig. 19.10. An example for the link-based protection scheme.

Consider the same example again. Suppose for each link on LT1 that there is a
backup sub-light trail. The backup sub-light trail for link 3 → 4 is 3 → 5 → 4 as
shown in Fig. 19.10. If link 3 → 4 fails, information about the failure and the sub-
light trail of link 3 → 4 is sent along the control channel (it is assumed that there
exists a bidirectional control channel). When the message reaches source node 1,
it will send a fault management message, which is similar to the light trail setup
message, along the control channel to intermediate nodes (nodes 2, 3, and 5) and
the end node 4. These nodes then configure the optical shutter and form a new light
trail 1 → 2 → 3 → 5 → 4.

19.8.3 Comparison of connection-based and link-based protection

The connection-based protection has the following advantages over link-based
protection.

� Restoration time: in connection-based protection, as soon as the failure information mes-
sage reaches the source node of a connection that is using the light trail, the source node can
immediately start using the backup connection on another light trail to continue the trans-
mission. The maximum restoration time is the transmission time of the control message.
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A link-based approach requires the ability to identify a failed link at both ends, which
makes restoration more difficult when node failure happens. In link-based protection, after
the failure information reaches the source node of the failed light trail, the source node
will have to initiate a light trail setup process, i.e. setting up a light trail that includes the
remaining part of the original light trail and the nodes on the backup sub-light trail of the
failed link. This takes much more time than restoration with connection-based protection.

� The length of the light trail: as shown in the example, the restored light trail in a link-
based protection scheme is longer than the original light trail. As discussed previously,
the length of the light trail is an important parameter that is related to the signal-to-noise
ratio and the bit-error rate. This again limits the choice for link-based protection. Thus,
link-based restoration is likely to perform poorly in this regard.

From the above discussion, it may be concluded that connection-based protection
is more practical for the light trail architecture. Therefore, only connection-based
protection is considered in the rest of the chapter.

19.9 Survivable light trail design

The major issue in the design of a survivable light trail network is to identify a
set of light trails to carry the given traffic and to provide 100% protection against
single-link failure. The survivable light trail network design problem is defined
as follows. Given a graph G(V, E), where |V | = N, and a traffic matrix DN×N ,
identify the minimum number of light trails to carry the given traffic in such a way
that for each connection request, there is a primary connection established in one
light trail and resources are reserved in another light trail for backup connection.
Two light trails for each s-d pair are link-disjoint.

Recall that the maximum hop length of a light trail is denoted by T lmax. The
traffic matrix preprocessing algorithm proposed in Fig. 19.6 still applies here in
which a long hop is recursively divided into multiple hops in order to satisfy the
light trail hop-length constraint. It is necessary that for each recovering s-d pair
there is more than one path available within T lmax.

The next step is to develop an ILP formulation to optimize the capacity utilization
in terms of the number of light trails, with the given network topology and refined
traffic matrix obtained from traffic matrix preprocessing. The objective is to find
the minimum number of light trails that are required for the system.

19.10 ILP formulation: connection-based protection

Given the network topology G(V, E), and the traffic matrix obtained from traffic
matrix preprocessing, one first lists all possible paths with the hop-length limit
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constraint for each s-d node-pair. This can be accomplished by using a breadth-first
search for each node. These eligible paths form a set of all possible light trails.
Among all the possible choices, an optimal set of paths is chosen to form the light
trail network such that the total number of light trails are minimized and the demand
constraint and the protection constraint are met. This problem is formulated as an
ILP optimization problem. It is also assumed that each request cannot be split into
multiple parts.

19.10.1 Notation

The network topology is represented as a directed graph G(V, E) with |V | = N
nodes and |E | = L links with W wavelengths on each link. The following notation
is used.

� n = 1, 2, . . . , N : number assigned to each node in the network.
� p, p1, p2 = 1, 2, . . . , P: number assigned to a path in the network.
� i, j, k = 1, 2, . . . , N (N − 1): number assigned to a node-pair. The source and destination

nodes of a connection request form a node-pair.

The following notation is used for path-related information.

� δi
p: path indicator. This takes a value of 1 if the primary connection for request i is

established on light trail p and zero otherwise (binary variable).
� νi

p: path indicator. This takes a value of 1 if the backup connection for connection request
i is established on light trail p and zero otherwise (binary variable).

� ψ i
p: node-pair indicator. This takes a value of 1 if node-pair i is on path p and zero

otherwise (data).
� h p: this takes a value of 1 if path p is used by some primary connection or (and) backup

connection and zero otherwise (binary variable).
� di : demanded capacity of connection request i (data).
� Ip1,p2 : this takes a value of 1 if p1 and p2 are link-disjoint and zero otherwise (binary

data).

19.10.2 Objective

Minimize the number of light trails:

min
P∑

p=1

h p (19.9)
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19.10.2.1 Constraints

(i) On demand constraint for each node-pair: for each request, there is one primary
connection on one light trail, and a backup connection in another light trail:

P∑
p=1

δi
pψ

i
p = 1 1 ≤ i ≤ N (N − 1) (19.10)

P∑
p=1

νi
pψ

i
p = 1 1 ≤ i ≤ N (N − 1) (19.11)

(ii) On topology diversity of primary and backup connections: the primary and backup
connection for a request are established on two link-disjoint light trails:

(
δi

pψ
i
p + νi

pψ
i
p

)
(1− Ip1,p2 ) ≤ 1 1 ≤ i ≤ N (N − 1), 1 ≤ p1, p2 ≤ P (19.12)

(iii) On link capacity constraints: the total demand of all connections on one light trail
cannot exceed one wavelength capacity. The first term represents the capacity used by
primary connections on light trail p. The second term represents the capacity used by
backup connections on light trail p:

N (N−1)∑
i=1

δi
pψ

i
pdi +

N (N−1)∑
i=1

νi
pψ

i
pdi ≤ C 1 ≤ p ≤ P (19.13)

(iv) On light trail identification constraints: if one or more of the primary or backup
connections uses a path, then this path is a light trail:

h p ≤
N (N−1)∑

i=1

δi
pψ

i
p +

N (N−1)∑
i=1

νi
pψ

i
p 1 ≤ p ≤ P (19.14)

2N (N − 1)h p ≥
N (N−1)∑

i=1

δi
pψ

i
p +

N (N−1)∑
i=1

νi
pψ

i
p 1 ≤ p ≤ P (19.15)

19.10.3 Solutions

The above formulation is solved for some example networks: a six-node network
shown in Fig. 19.9(a) and a 10-node network shown in Fig. 19.11.

To simplify the problem, the links are assumed to be bidirectional with the same
length. As observed earlier, the number of potential light trails, i.e. possible paths
in a network, increases rapidly as the number of nodes in the network increases.
For example, for the two example networks, the number of possible paths are 120
and 448, respectively. This makes it difficult to solve ILP for a large network and
for a large number of connection requests. In such cases, heuristic strategies have
to be adopted to solve the survivable light trail design problem.
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Table 19.9. Requests matrix for a six-node network

1 2 3 4 5 6

1 0 11 6 0 14 8
2 0 0 0 0 5 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 19 0

Fig. 19.11. A 10-node, 15-link network.

19.10.4 A simple example

A simple example is presented to understand the solution obtained from the ILP
formulation, which optimally identifies the light trails covering all the working
connections and corresponding backup connections. For the network shown in
Fig. 19.9, a traffic matrix shown in Table 19.9 is to be routed. The integer numbers
indicate the request capacity in units of OC-1 (51.84 Mbit/s), while the entire
wavelength capacity is OC-48. The hop-length limit is set to be 3, i.e. T lmax = 3.
Table 19.10 gives the resulting light trails that cover all the connection requests and
their corresponding backup connections. The notation (s, d) and (s, d)b in column
4 denote primary and backup connections, respectively.

In order to provide 100% protection for a single link failure, each request is
allocated resources for a working connection in one light trail and a reserved re-
source for its backup connection in another light trail. The two light trails are
disjoint. In Table 19.10, the working connection for request (1, 2) uses the light
trail 1 → 2 → 3, while the backup connection for this request is accommodated
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Table 19.10. Resulting light trails for example request matrix I

No. Light trails Hops Accommodated s-d pairs Load

1 {1, 2, 3} 2 (1, 2), (1, 3)b 17
2 {1, 2, 6, 5} 3 (2, 5), (6, 5), (1, 5)b, (1, 6)b 46
3 {1, 6, 2} 2 (1, 6), (1, 2)b 19
4 {1, 6, 3, 5} 3 (1, 3), (1, 5), (6, 5)b 39
5 {2, 3, 5} 2 (2, 5)b 5

Table 19.11. Requests matrix for a six-node network

1 2 3 4 5 6

1 0 7 6 9 19 17
2 27 0 3 6 28 2
3 14 3 0 19 31 9
4 26 5 29 0 5 23
5 27 20 20 17 0 14
6 9 30 1 1 1 0

Table 19.12. Resulting light trails

No. Light trails Hops Accommodated s-d pairs Load

1 {1, 2, 3, 4} 3 (1, 2), (1, 4), (1, 3)b, (2, 4)b, (3, 4)b 47
2 {1, 6, 3, 2} 3 (1, 3), (1, 2)b, (6, 2)b 43
3 {1, 6, 5, 4} 3 (1, 4)b, (1, 5), (1, 6), (6, 4), (6, 5) 47
4 {2, 3, 6, 1} 3 (2, 1), (2, 6), (3, 1), (2, 3)b 46
5 {1, 2, 6, 3} 3 (2, 3), (1, 6)b 20
6 {2, 6, 5, 4} 3 (2, 4), (2, 5)b, (2, 6)b 36
7 {1, 2, 3, 5} 3 (2, 5), (1, 5)b 47
8 {3, 2, 6, 5} 3 (3, 2), (3, 5), (3, 6) 43
9 {4, 3, 2, 1} 3 (3, 1)b, (4, 1), (4, 2)b 45

10 {4, 5, 6, 2} 3 (4, 2), (4, 6), (5, 2)b 48
11 {4, 3, 5, 6} 3 (4, 3), (4, 5), (5, 6)b 48
12 {5, 6, 2, 1} 3 (5, 1), (6, 1) 36
13 {5, 3, 2, 1} 3 (5, 2), (2, 1)b 47
14 {5, 6, 3, 4} 3 (5, 3), (6, 3), (5, 4)b, (6, 4)b 39
15 {3, 5, 4} 2 (3, 4), (5, 4) 36
16 {4, 5, 3, 6} 3 (5, 6), (4, 5)b, (4, 3)b 48
17 {4, 3, 6, 2} 3 (6, 2), (3, 2)b 33
18 {6, 2, 3, 5} 3 (3, 5)b, (6, 3)b, (6, 5)b 33
19 {4, 3, 6, 1} 3 (3, 6)b, (6, 1)b, (4, 6)b 41
20 {4, 5, 6, 1} 3 (4, 1)b 26
21 {5, 3, 6, 1} 3 (5, 3)b, (5, 1)b 47
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Table 19.13. Traffic matrix for a 10-node network

1 2 3 4 5 6 7 8 9 10

1 0 10 0 20 7 0 8 0 0 20
2 0 0 10 9 0 10 3 22 0 0
3 6 0 0 5 0 4 0 7 21 0
4 8 0 11 0 0 12 11 0 0 8
5 11 0 0 12 0 11 0 4 0 18
6 15 0 14 0 7 0 13 16 0 0
7 0 14 0 18 2 0 0 9 13 0
8 12 0 10 0 4 8 0 0 0 9
9 4 19 0 5 12 0 0 17 0 0

10 11 0 21 0 0 10 0 22 8 0

on light trail 1 → 6 → 2. Similarly, for the request (1, 3), two link-disjoint light
trails 1 → 6 → 3 → 5 and 1 → 2 → 3 are used. Five light trails and a total of 12
wavelength links are used for this request matrix.

Table 19.11 provides a randomly generated dense traffic matrix for the six-node
network. It is assumed that the hop-length limit T lmax = 3. From the topology it
is observed that all s-d pairs have paths within this hop-length limit; hence, traffic
matrix preprocessing is not needed. Since the experiments are performed on small
fractional wavelength requests, the number of wavelengths on each link is not
a critical constraint. For this example W = 4 is sufficient, although there is no
constraint being put on the number of wavelengths. Table 19.12 presents the results
from solving the ILP formulation with a hop-length limit of T lmax = 3.

Table 19.12 shows 21 light trails that are needed to carry the primary and backup
connections. The traffic assignment obtained from solving the ILP formulation
is also listed. For each light trail, the amount of total traffic carried is shown
in the rightmost column in Table 19.12. It can be noted that most of the light
trails are fully or almost fully occupied. Hence, the resource utilization is quite
high.

19.10.5 Example 2

Table 19.13 is a randomly generated traffic matrix for the 10-node network. The
request capacity for each node-pair is uniformly distributed between 0 and 22. It is
assumed that the hop-length limit T lmax = 4: Table 19.14 shows the resulting light
trails.

Compared with Table 19.12, some of the light trails in Table 19.14 are not very
efficiently occupied. This is due to the fact that the average number of requests
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Table 19.14. Resulting light trails

No. Light trails Hops Accommodated s-d pairs Load

1 {1, 2, 6, 8, 5} 4 (1, 5)b, (6, 5)b, (6, 8)b, (8, 5)b 34
2 {1, 5, 8, 7, 4} 4 (5, 4), (1, 7)b 20
3 {1, 6, 7, 4, 3} 4 (6, 3)b, (1, 4)b 34
4 {1, 6, 7, 9, 10} 4 (1, 7), (1, 10) 28
5 {2, 3, 4, 7, 6} 4 (2, 4), (2, 3)b, (2, 7)b, (3, 4)b, (2, 6)b 37
6 {2, 3, 4, 7, 8} 4 (3, 8)b, (2, 8)b 29
7 {3, 4, 9, 7} 3 (4, 7)b, (3, 9)b 32
8 {2, 6, 7, 4, 3} 4 (2, 3), (2, 6) 20
9 {3, 2, 6, 7, 4} 4 (3, 4), (2, 4)b, (6, 7)b, (7, 4)b 45

10 {3, 2, 6, 7, 9} 4 (3, 6)b, (3, 9), (2, 7) 28
11 {3, 4, 7, 6, 1} 4 (3, 6), (4, 1), (4, 6), (3, 1)b 30
12 {4, 3, 2, 6, 8} 4 (2, 8), (3, 8), (4, 6)b 41
13 {4, 7, 6, 2, 3} 4 (6, 3), (4, 3)b, (7, 2)b 39
14 {4, 7, 6, 8, 10} 4 (4, 10)b, (8, 10), (7, 8), (4, 7) 37
15 {4, 9, 10 } 2 (4, 10) 8
16 {5, 1, 2, 3, 4} 4 (5, 4)b, (1, 4) 32
17 {5, 1, 6, 2} 3 (5, 1), (5, 6), (1, 2)b 32
18 {5, 1, 6, 8, 10} 4 (5, 8)b, (5, 10)b 22
19 {5, 8, 7, 6, 1} 4 (5, 6)b, (5, 1)b, (8, 6), (8, 1) 42
20 {5, 8, 7, 9, 10} 4 (5, 8), (5, 10), (7, 9), (8, 10)b 44
21 {6, 1, 5, 8, 10} 4 (1, 10)b, (6, 8) 36
22 {6, 8, 7, 9, 4} 4 (7, 4), (6, 7) 31
23 {7, 8, 5, 1, 2} 4 (7, 8)b, (7, 2) 23
24 {7, 9, 10, 8} 3 (10, 8)b 22
25 {8, 6, 2, 1, 5} 4 (8, 1)b, (8, 6)b, (8, 5) 24
26 {7, 4, 9} 2 (7, 9)b 13
27 {8, 10, 9, 4, 3} 4 (10, 3)b, (9, 4)b, (8, 3), (4, 3) 47
28 {9, 4, 3, 2, 1} 4 (9, 1)b, (9, 2)b, (4, 1)b, (3, 1) 37
29 {9, 4, 7, 8, 5} 4 (9, 8), (9, 5)b, (7, 5)b 31
30 {9, 7, 4 } 2 (9, 4) 5
31 {9, 7, 6, 1, 2} 4 (9, 1), (9, 2), (1, 2) 33
32 {9, 7, 6, 1, 5} 4 (1, 5), (9, 5), (7, 5), (6, 5) 28
33 {10, 8, 6, 2, 3} 4 (8, 3)b, (10, 3), (10, 6)b 41
34 {10, 8, 6, 2, 1} 4 (10, 1), (6, 1)b 26
35 {10, 8, 7, 4, 9} 4 (10, 9)b 8
36 {10, 9, 7, 6, 1} 4 (10, 6), (10, 1)b, (6, 1) 36
37 {10, 9, 7, 6, 8} 4 (9, 8)b, (10, 8), (10, 9) 47

per node-pair (50/(10× 9) ≈ 0.55) in this traffic matrix is smaller than that in the
traffic matrix for the six-node network (30/(6× 5) = 1). Since the resulting light
trail networks shown in Table 19.14 still have spare capacity, even if the number
of requests increases, some of the new requests could still be accommodated using
the existing light trails.



Appendix 1

Optical network components

Optical components are devices that transmit, shape, amplify, switch, transport, or
detect light signals. The improvements in optical component technologies over the
past few decades have been the key enabler in the evolution and commercializa-
tion of optical networks. In this appendix, the basic principles behind the functioning
of the various components are briefly reviewed. In general, there are three groups
of optical components.

(i) Active components: devices that are electrically powered, such as lasers, wavelength
shifters, and modulators.

(ii) Passive components: devices that are not electrically powered and that do not generate
light of their own, such as fibers, multiplexers, demultiplexers, couplers, isolators,
attenuators, and circulators.

(iii) Optical modules: devices that are a collection of active and/or passive optical ele-
ments used to perform specific tasks. This group includes transceivers, erbium-doped
amplifiers, optical switches, and optical add/drop multiplexers.

A1.1 Fiber optic cables

The backbone that connects all of the nodes and systems together is the optical fiber.
The fiber allows signals of enormous frequency range (25 THz) to be transmitted
over long distances without significant distortion in the information content. While
there are losses in the fiber due to reflection, refraction, scattering, dispersion, and
absorption, the bandwidth available in this medium is orders of magnitude more
than that provided by other conventional mediums such as copper cables. As will
be explained below, the bandwidth available in the fiber is limited only by the
attenuation characteristics of the medium at low frequencies and its dispersion
characteristics at high frequencies.

357
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Fig. A1.1. Propagation of light in different types of fibers: single-mode, multimode
step index, and multimode graded index.

A1.1.1 Light propagation in optical fibers

In general, there are two major types of fibers: multimode and single mode. The
multimode fiber comes in two kinds: step index and graded index. Figure A1.1
depicts the main idea behind these types.

The multimode fiber has a large core with a typical diameter of 30–100 µm
with a thin cladding of refractive index that is lower than that of the core. Light
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propagation in multimode fibers can be explained in ray optics by the principle
of total internal reflection (TIR). According to TIR, if light traveling in a denser
medium (core) is incident on a lower refractive index medium (cladding), beyond
the critical angle, it is completely reflected back into the core instead of being
refracted into the cladding. The critical cone, also known as the acceptance cone,
is defined as a cone of angles within which all rays that are launched into the fiber
are guided by the fiber. For a fiber with a core refractive index of 1.5 and a cladding
index of 1.485, the acceptance angle is about 12◦.

A1.1.1.1 Modal dispersion

Multimode fibers are limited by what is called the modal dispersion. Modes are
determined from differential equations used to analyze propagation in fibers in a
fashion similar to that of propagation in cylindrical waveguides. Modes may be
thought of as specific path directions. Since rays incident at different directions tra-
verse different path lengths to reach a particular destination, modes have different
velocities. Consequently, as the signals travel down the fiber, the velocity varia-
tion among the modes causes an undesirable spreading of the signal which leads
to intersymbol interference at high data rates. For example, the bit-rate–distance
product of an optical communication system is constrained to 10 Mbit/s km for a
fiber with a core refractive index of 1.5 and a cladding refractive index of 1.485.

In digital transmission, acceptable dispersion is τ ≤ T/k and the bit-rate limit is
expressed by B ≤ 1/kτ , where τ is the difference in the width between the initial
pulse and the broadened pulse, B is the bit rate, T is the bit period, and k is the
dispersion factor (typically set to 4). In Fig. A1.2, τ = t2 − t1.

There are two remedies for modal dispersion. The first is achieved by creating the
core material with a graded refractive index to form a multimode graded index fiber.
It should be recalled that modal dispersion is caused because light rays traveling
in the periphery of the fiber cover longer distances and take longer, while rays
traveling along the axes of the fiber cover a shorter distance and take a shorter time
to reach the same destination point. This situation can be countered by making
the refractive index high in the core and reduce it gradually towards the periphery.
The core thus acts like a lens focusing light toward the center of the core. The
signal spreading is improved compared to a regular multimode fiber with a step
index. With an optimum graded-index profile, with a nearly quadratic decrease of
refractive index from core to the cladding, the bandwidth–distance product is 8
Gbit/s km for a multimode fiber with a core index of 1.5 and a cladding index of
1.485.

Alternatively, modal dispersion can be avoided by making the core of the fiber
smaller, of the order of 5–10 µm, and only allowing a single mode to propagate
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Fig. A1.2. Modal dispersion causes the pulse to spread from an initial width of t1
to a final width of t2.

in the fiber. This is referred to as a single-mode fiber. Many of the long-distance
transatlantic and transpacific telephone lines are carried on single-mode fibers. It
should be noted that even in a single-mode fiber there is some signal spreading, but
it is limited.

A1.1.2 Fiber dispersion

The propagation characteristics of a wavelength are affected by the refractive index
of the medium and non-linearity of the propagation constant. This dependence,
which leads to an undesired broadening of data signals, is called dispersion. An
important type of dispersion called chromatic dispersion sets fundamental limits on
the performance of optical communication systems. Chromatic dispersion includes
contributions from material dispersion and wavelength dispersion. The dependence
of the dielectric constant on frequency is known as material dispersion and the non-
linear dependence of the propagation constant on frequency is known as waveguide
dispersion.

The speed of light in a medium depends on the refractive index of the medium.
The refractive index is directly related to the dielectric constant of the medium
which in turn depends on the wavelength. So, each wavelength travels at a different
speed and hence there is signal spreading resulting in material dispersion.

The origin of waveguide dispersion can be described as follows. As light prop-
agates in the fiber, part of the power is in the core and part is in the cladding. The
effective index seen by the wavelength is neither the index of the core nor the index



A1.1 Fiber optic cables 361

of the cladding but some value in between the two, depending on the power distri-
bution in these regions. Since this power distribution depends on the wavelength,
different wavelengths see different effective index values, thereby changing the
propagation characteristics.

Another dispersion effect that severely degrades transmission at 10 Gbit/s and
higher is polarization mode dispersion (PMD). PMD arises when light polarized
along one axis moves faster than light polarized along another axis. This effect
can spread the pulse enough to make it overlap with other pulses or change its
own shape such that the original signal is completely distorted. The difference
in the propagation characteristics occurs because of the asymmetry in the fiber
core formed due to manufacturing defects. For a typical single-mode fiber, the
accumulated time spread due to PMD is 50 ps after traveling a distance of 100 km,
which can be a serious problem for systems operating at rates over 10 Gbit/s.

A1.1.3 Fiber non-linearities

In addition to dispersion effects, several second-order non-linear effects such as
stimulated Raman scattering (SRS), stimulated Brillouin scattering (SBS), four-
wave mixing (FWM), and self-phase modulation (SPM) are also observed which
impede transmission at high speeds (over 10 Gbit/s) and high transmitter powers.
SRS and SBS arise due to the interaction of light with photons in the fiber medium.
Due to scattering, energy is transferred from a light wave of shorter wavelength
(pump wave) to one of longer wavelength (Stokes wave). In the case of SRS, the
pump wave is the signal wave while in the case of SBS, the Stokes wave is the
signal wave. As the wave progresses in the fiber, the pump wave loses power while
the Stokes wave gains power.

SPM and FWM arise due to the dependence of the refractive index on the intensity
of the applied field which is directly related to the square of the field amplitude.
SPM leads to pulse chirping and consequent broadening while FWM leads to
signals at new frequencies that may interfere with existing signals in the system.
Another effect called cross-phase modulation (CPM) is also observed where chirp is
induced in one channel depending on the variation of refractive index with intensity
in another channel.

In general, all of these non-linear effects are weak and depend on long interac-
tion lengths to build up to a substantial level. The effect of non-linearities can be
significantly reduced by increasing the wavelength spacing between the channels.
For instance, in the 1550 nm band with 100 GHz spacing, the non-linear effects are
negligible. However, by increasing channel spacing, the total number of channels
that can be packed into the low-loss window is reduced.
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A1.1.4 Fiber loss

The power loss or attenuation is the reduction of the signal power as it travels along
the fiber. The output power Po at the end of a fiber of length L is related to the input
power Pin by

Po = Pine−αL

where α is attenuation of the fiber expressed in dB/km. Currently, fiber manufac-
turers have been able to achieve losses as low as 0.1–0.2 dB/km in optical fiber.

The two main loss mechanisms are material absorption and Rayleigh scattering.
Absorption is due to silica as well as the impurities in the medium while scattering
arises because of fluctuations in the density of the medium at the microscopic level.
The loss due to absorption has been reduced so much so that scattering is mainly
responsible for fiber attenuation.

A1.1.5 New optical fiber types

The dependence of the refractive index of silica fiber is non-linear and at some
wavelength, the material dispersion becomes zero. The wavelength corresponding
to this is called the zero-dispersion wavelength. A conventional silica fiber has its
zero-dispersion wavelength at 1.3 µm. Fibers based on non-linear optical effects
with the zero-dispersion wavelength shifted to 1.55 µm have been engineered since
this corresponds to the minimum attenuation window. However, dispersion-shifted
fibers suffer from heavy penalties due to non-linearities. These penalties are reduced
if a little chromatic dispersion is present in the fiber that minimizes the interaction
between the interfering waves. This led to the development of non-zero-dispersion-
shifted fibers. Other types of fibers called dispersion-compensated fibers have also
been designed. Signals could be carried in a conventional fiber for long distances
and finally compensated by using a small section of fiber having material with a
dispersion of opposite sign.

A1.2 Filters, multiplexors and demultiplexors

Optical filters are realized based on the principles of absorption, diffraction, and
interference. The filters are either fixed or tunable. Good filters have a low insertion
loss which is defined as the input-to-output loss ratio. The losses should be inde-
pendent of the state of polarization and should not vary with temperature. Isolation,
which is defined as the relative power passed through from the adjacent channels is
an important parameter. Tunable filters are characterized by the tuning range and
the tuning time. The tuning range refers to the gamut of frequencies over which the
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filter can be operated, while the tuning time refers to the time it takes for the filter
to switch from one frequency to another.

An important application of optical filters is in the design of demultiplexors and
multiplexors. A demultiplexor is a device that receives multiple signals from a fiber
and splits it into its constituent wavelengths which are then directed into individual
fibers or photodetectors as required. A multiplexor combines signals from multiple
fibers and outputs it on one fiber for transmission. Multiplexors and demultiplexors
are reciprocal devices in that if one of them is used with its ports reversed, the other
component functionality is obtained. The optical multiplexors/demultiplexors can
be classified as passive or active components. Passive components are based on
prisms, diffraction gratings, and frequency filters. Active components are based
on a combination of passive components and tunable detectors with each detector
tuned to a specific frequency.

A1.2.1 Fabry–Perot etalon filter

The Fabry–Perot filter is based on the principle of partial beam interference, where
a beam is split and made to interfere with itself to produces crests and troughs. The
Fabry–Perot etalon consists of a cavity enclosed by two parallel mirrors. When light
enters the cavity, it is reflected a number of times between the mirrors. The length
of the cavity determines the frequency that is selected by the filter. By adjusting
the length of the cavity, either by moving the walls physically or by varying the
refractive index, a selected wavelength can be made to pass through while the others
can be made to interfere destructively. While the Fabry–Perot filter can be made to
access the entire low-attenuation window of the fiber, the tuning times are of the
order of milliseconds and hence are not suitable for high-speed packet-switching
applications.

A1.2.2 Dielectric thin-film filter

Dielectric thin-film filters consist of alternate layers of high and low refractive index
material, each layer being λ/4 thick, as seen in Fig. A1.3. Light reflected by regions
of low index does not shift phase while light reflected by high-index regions shifts in
phase by 180◦. Reflections from successive layers lead to constructive interference
of certain wavelengths while the output power for other wavelengths is very low.

A1.2.3 Mach–Zehnder filter

In a Mach–Zehnder interferometer, a signal is split into two equal halves at the input,
sent through waveguides of unequal length, and later recombined at the output.
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Fig. A1.3. A dielectric thin-film filter made of alternate layers of high and low
refractive index. It can be used as a high-pass filter, a low-pass filter, or a high-
reflectance layer.

Fig. A1.4. A Mach–Zehnder filter made by splitting the wavelength into two
parts and making them go through variable lengths of fiber. The thin film heater
element is used to control the wavelength that appears on the output ports.

The two halves arriving at the output have different phases due to the path length
difference. Signals that differ in phase by 180◦ are filtered out. By constructing
a chain of these interferometers, a specific wavelength can be selected. The filter
is made tunable by using a piezoelectric crystal to alter the physical length of the
waveguide or by altering the refractive index thermally as shown in Fig. A1.4.

A1.2.4 Acousto-optic filter

The acousto-optic filter is based on the interaction of sound and light. When radio
waves are passed through a transducer, the refractive index of the crystal changes,
enabling the material to act as a grating. Light incident on the grating will diffract
differently depending on the wavelength and the angle of incidence. By changing
the radio-frequency (RF) wave, the selected wavelength can be changed. Typical
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acousto-optic filters have a tuning range of 250 nm and a tuning time of about 10 µs.
By having multiple RF waves, multiple wavelengths can be filtered simultaneously.
However, the drawback of acousto-optic filters is that the transfer functions are
broad and hence susceptible to cross-talk. This imposes a constraint on the separa-
tion between adjacent channels and hence limits the number of supported channels.

A1.2.5 Electro-optic filter

The tuning time of the acousto-optic filter is limited by the time it takes for the
surface acoustic wave to traverse the crystal. Crystals for which the refractive index
can be changed by application of electrical signals can operate faster. Such filters
where electrical current can be applied to select different wavelengths are called
electro-optic filters. Since the tuning time in electro-optic filters is only limited by
the speed of the electronics, tuning times of the order of nanoseconds are possible,
though the tuning range has been observed to be limited.

A1.2.6 Liquid crystal Fabry–Perot filter

The design and operational principles of liquid crystal filters are similar to those of
Fabry–Perot filters. The cavity consists of a liquid crystal and the refractive index
of the liquid crystal can be modulated by an electric current. Thus, the selected
wavelength can be changed as in the electro-optic filters. These filters have fast
tuning times (1µs), low power consumption, and are inexpensive to fabricate. Liquid
crystal technology offers good promise for use in high-speed applications.

A1.2.7 Absorption filter

Absorption filters consist of a thin film made of material that exhibits an absorption
peak at a selected frequency. Since this absorption peak is a material property, tuning
the filter operation frequency or sharpening absorption edges becomes difficult.

A1.2.8 Fiber Bragg gratings

A fiber Bragg grating consists of a segment of fiber where regions of high and low
refractive index alternate, as observed in Fig. A1.5. A periodic variation in the index
can be introduced by exposing the core of the fiber to an intense ultraviolet optical
interference pattern of periodicity equal to that of the periodicity of the grating
to be formed. The incident wave is reflected from each period of the grating. The
reflections add in phase only when the Bragg condition is satisfied, λ = 2�/n,
where � is the period of the grating, λ is the selected wavelength and n is the order
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Fig. A1.5. A fiber Bragg grating made by inscribing alternate layers of low and
high refractive index. These can be used as band stop filters, dispersion compen-
sators, and as aids for network monitors.

of the grating. The wavelengths that do not satisfy Bragg’s condition interfere
destructively and hence are not selected. The fiber Bragg grating can be tuned by
changing the grating period of the fiber, which can be achieved either mechanically
or thermally. They can be fabricated with losses as low as 0.1 dB and channel
cross-talk supression as high as 40 dB.

There are many applications of fiber Bragg gratings. If placed at the output of a
circulator, it reflects back only the wavelength that it is designed for, thereby acting
as a band stop filter. When placed at the output of a laser, it reflects a portion of the
power back onto the source to be detected and monitored for possible laser failure.
Fiber Bragg gratings with a linearly variable pitch may be used for dispersion
compensation by inducing travel time variations.

A1.2.9 Diffraction gratings

When light is incident on a diffraction grating, each wavelength is diffracted to a
different region in space. A fiber is placed at each of these focal points. Controlled
focusing of individual wavelengths can be done with a lens system.

A1.2.10 Arrayed waveguide grating

An arrayed waveguide grating (AWG) is the generalization of a Mach–Zehnder
interferometer grating. It consists of an input coupler and an output coupler con-
nected by waveguides of varying length. An incoming signal is split and each part
is made to traverse waveguides of varying lengths before they are finally combined
at the output coupler. The lengths of the waveguides are designed such that an
incoming wavelength on a specific port interferes constructively on exactly one of
the output ports and interferes destructively on all the other ports, as illustrated in
Fig. A1.6.
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Fig. A1.6. A three-channel arrayed waveguide based on the principles of interferometry.

Fig. A1.7. The general structure of a laser that includes the excitation device, the
lasing medium, and the reflective mirrors.

A1.3 Light sources

In optical communications, light sources should be compact, monochromatic, and
consume little power. The generated optical power, however, must be adequately
high so that it is detectable with a specified accuracy at the receiver end after un-
dergoing attenuation and dispersion in the medium. It must be possible to modulate
the source signal at the required rate, wavelength drift must be absent, and the
dependence of the output intensity on time and temperature should be negligible.
There are two kinds of popular light sources: light-emitting diodes and lasers.

A1.3.1 Laser

Laser stands for light amplification by stimulated emission of radiation. The Fabry–
Perot laser consists of two mirrors, a cavity between the mirrors, a lasing medium,
and an excitation device (Fig. A1.7). The excitation device typically applies an
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electrical signal to the lasing medium, which in turn leads to population inversion.
The population is said to be inverted when there are a greater number of electrons
in the excited state than in the ground state.

Stimulated emission happens when a photon is in the vicinity of an excited
electron and the electron jumps to the ground level releasing a photon that has the
same frequency and coherence as the incident photon. These photons will reflect off
the walls of the cavity and be incident on the lasing medium again, triggering more
stimulated emissions. Photons for which the frequency is an integral fraction of the
cavity length are preferentially selected by the cavity to interfere constructively. It
should be noted here that, for a given laser, many wavelengths could satisfy this
condition and are called longitudinal modes.

In a Fabry–Perot laser, the feedback of light is localized and it occurs at the
walls of the cavity. Light feedback can also be provided in a distributed manner
as in a distributed feedback laser (DFB). In this laser structure, a Bragg grating
is embedded in the active region for appropriate frequency selection. By suitable
design, all except one longitudinal mode in the cavity can be suppressed. However,
DFBs are more complicated to fabricate and hence more expensive than Fabry–
Perot lasers.

Another class of lasers that achieve single-longitudinal mode operation in a
different manner are called vertical cavity surface emitting lasers (VCSELs). The
length of the cavity is made sufficiently small such that the spacing between the
modes increases and falls outside the gain bandwidth of the laser. Such lasers have
outputs taken from one of the surfaces. Since the gain region has a very short length,
the walls need to be highly reflective and such reflectivities are not possible with
metallic walls. So, a stack of low and high refractive index dielectrics are deposited
to serve as a wavelength-selective mirror.

Though laser diodes have the advantages of high output power (10 mW), high
speeds (Gbit/s), and narrow spectral width, they are very sensitive to temperature
variations and wavelength drifts over time. As the injected current is altered, the
charge carrier concentration changes and consequently the refractive index of the
medium varies, leading to a shift in the selected wavelength. This is called wave-
length chirping.

A1.3.2 Light-emitting diode

The light-emitting diode (LED) is a p–n semiconductor device that emits light
when voltage is applied across its terminals. The emitted light is incoherent due to
spontaneous emission. LEDs are fabricated in two basic structures: edge emitting
(ELED) and surface emitting (SLED). SLEDs emit light over a wide angle and they
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are almost exclusively used only in multimode systems. They have a broad spectral
width of about 100 nm. They can be modulated at bit rates of up to 100 Mbit/s,
but higher speeds can be achieved at lower power levels. They are inexpensive,
reliable, robust, produce more power and are simple to design. ELEDs have a
structure similar to that of laser diodes with the reflectors removed. The spectral
characteristics are narrow but are more complex to design.

A1.4 Optical amplifiers

Optical amplifiers are systems that amplify signals in the optical domain as opposed
to repeaters which amplify after conversion to the electrical domain. This type of
amplification, called 1R (regeneration), does not perform reshaping or reclocking
and provides total data transparency. A single amplifier can simultaneously amplify
all wavelengths and consequently avoids the overhead of one amplifier per channel.
Optical amplification uses the principle of stimulated emission as used in a laser.
The three basic types of amplifiers are erbium-doped fiber amplifiers (EDFAs),
semiconductor optical amplifiers (SOAs), and Raman amplifiers.

A1.4.1 Semiconductor optical amplifier

A semiconductor optical amplifier is a laser structure that is modified to function
as an amplifier. A weak optical signal is incident on the active region which upon
stimulation releases an amplified signal. SOAs can achieve gains of 25 dB with
a polarization sensitivity of 1 dB and a bandwidth range of 40 nm. SOAs based
on quantum wells have been extensively researched. These devices provide high-
bandwidth, high-gain saturation, and fast switching times at the expense of being
highly polarization sensitive.

A1.4.2 Erbium-doped fiber amplifier

An erbium-doped fiber amplifer is a fiber segment, a few meters long, that is heavily
doped with the rare-earth element erbium, as seen in Fig. A1.8. The most convenient
excitation wavelengths are 980 and 1480 nm. When this wavelength is pumped
into the doped fiber, erbium ions are excited and stimulated emission takes place,
releasing photonic energy corresponding to the low attenuation window. EDFAs
are polarization independent and have a large dynamic range. However, they are
vulnerable to cross-talk due to spontaneous light emission. Typical gains achieved
by EDFAs are of the order of 25 dB, although gains as high as 51 dB have been
demonstrated.
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Fig. A1.8. EDFA consisting of an erbium-doped silica fiber, an optical pump, and
a coupler.

A1.4.3 Raman amplifiers

While EDFAs provide a large gain over a short distance, the Raman amplifier
provides a small gain over a large distance. The Raman amplifier is based on the
non-linear optical effect. The most important feature of these amplifiers is that they
have a wide bandwidth range. However, they require long fibers with high-power
pump lasers.

A1.4.4 Modulators

Modulators, seen in Fig. A1.9, encode the data in the signal by turning a source on
and off. This can be done internally within the laser structure or externally.

A1.4.4.1 Internal modulators

The modulation on the optical signal is achieved by controlling the current injected
into the laser. Such lasers can be used up to a few Gbit/s. The disadvantage of direct
modulation is that the resulting pulses are chirped. The frequency of the internally
modulated signals changes with time, leading to adverse effects because of pulse
broadening.

A1.4.4.2 External modulators

An alternate mode of operation is to operate the light source continuously and to
place an external modulator in front of the source. This is called external modulation
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Fig. A1.9. A modulator using an on–off keying scheme modulates the intensity
of the light based on the injected electrical signals.

and has been able to achieve 10 Gbit/s and beyond. There are several semiconductor-
type modulators and among them the integrated Mach–Zehnder modulator is the
most popular. Here, the signal is split into two halves, passed through electri-
cally actuated phase controllers, and then recombined. By controlling the voltage
levels on the phase controllers appropriately, the output signal can be switched on
or off.

A1.5 Photodetectors

A photodetector converts an optical signal into an electrical signal. Photodetectors
are made from semiconductor materials. The most popular photodetectors include
the avalanche photodiode (APD) and the positive intrinsic negative photodiode
(PIN).

A1.5.1 PIN

The PIN photodiode is a semiconductor device that consists of an intrinsic region
sandwiched between the p-type and the n-type region. When light is incident on the
reverse-biased junction, the electrons in the conduction band absorb the light, get
excited to the valence band, causing an electrical current to flow in the circuit, as
illustrated in Fig. A1.10. The output current generated is proportional to the input
optical power.
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Fig. A1.10. Light incident on a reverse-biased p–n junction creates free electrons
and holes leading to current in the external circuit.

A1.5.2 APD

The APD is a semiconductor device that creates strong fields in the junction region.
Due to the avalanche process, a substantial amount of current is produced even with
a few initial photons. The APD has the advantage of providing gain before the first
electronic amplification stage in the receiver and hence reduces circuit noise.

The parameters that characterize the photodetectors are responsivity, which is
the ratio of the output current to the input optical power, and quantum efficiency,
which is the ratio of the number of output electrons to the number of input photons.

A1.6 Couplers

Couplers are devices that split or combine signals in the network. A 2 × 2 coupler
consists of two input ports and two output ports. A typical coupler takes a fraction
α of the power on input 1 and places it on output 1 while it takes a fraction 1− α

of the power from input 1 and places it on output 2. α is the coupling ratio and may
or may not be designed to depend on the incident wavelength. The other parameter
that is of interest is the excess loss, which is the loss introduced by the coupler over
and above the loss introduced by the coupling ratio α. The simplest application of
a coupler is to split the incoming signal into two equal halves and such a coupler is
called a 3 dB coupler. In addition to the loss of 3 dB, this coupler may introduce an
excess loss of 0.2 dB. Couplers can also be used to tap off a small portion of power
from a source for monitoring and supervision purposes.
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Fig. A1.11. Representation of (a) three-port and (b) four-port circulators. They
are used to construct optical add–drop elements.

A1.7 Isolators

The main function of isolators is to transmit optical power in one direction more
than in the reverse direction. Isolators are characterized by their insertion loss,
which is the loss of optical power through it, and by isolation, which is defined to
be the ratio of the transmitted power in one direction to that in the reverse direction.
Isolators typically utilize the Faraday rotation principle to rotate the direction of
polarization and prevent back reflections. The insertion loss is around 1 dB and the
isolation is around 40–50 dB.

A1.8 Circulators

Circulators, shown in Fig. A1.11, are similar to isolators, except that they have
multiple ports. Circulators are used for routing traffic and to add or drop certain
signals. A circulator can be designed using a combination of couplers and isolators.
Circulators operate on the same principles as isolators.

A1.9 Repeaters

A repeater, also called a transceiver, is a combination of a transmitter and a receiver.
A repeater module first receives the weak signal from the incoming cable. The
receiver converts the information in the electronic domain. Then the signal is shaped,
reclocked, and amplified. Finally, the clean version of the signal modulates the
transmitter to generate an optical signal.
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Fig. A1.12. A simple optical add–drop system.

A1.10 Optical add–drop multiplexors

OADMs selectively remove a wavelength from a set of wavelengths in a fiber
and then add the same wavelength with a different data content in the same
direction. A simple add–drop module can be fabricated using a multiplexor (mux),
a 2× 2 switch, and a demultiplexor (demux). Figure A1.12 shows the typical block
diagram operation of such a device. OADMs are classified as fixed-wavelength and
dynamically wavelength selectable OADMs. In dynamically selectable OADMs,
the wavelengths between the optical demux/mux may be dynamically directed from
the outputs of the demux to any of the inputs of the mux.

A1.11 Optical switches

Cross-connecting channels is a key function in networks and is done using opti-
cal switches. Optical switches come in two forms, photonic switches and hybrid
switches. Photonic switches cross-connect channels purely in the optical domain
while hybrid switches convert the signals into the electrical domain before perform-
ing the switching function. These devices provide reconfiguration at the wavelength
level or at the fiber level. A simple 2× 2 switch based on the Mach–Zehnder inter-
ferometer principle is shown in Fig. A1.13.

The newest kind of photonic switches are those that are based on micro-
electromechanical systems also known as MEMs. Nanotechnology has been em-
ployed to micro-machine tiny mirrors on a substrate that switches by reflecting
optical beams. MEM switches, as shown in Fig. A1.14, have demonstrated a low-
loss, compact design, and a high on–off contrast ratio. However, their speeds
are of the order of milliseconds since they involve physical movement of the
mirrors.
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Fig. A1.13. A simple 2× 2 switch constructed based on Mach–Zehnder interfer-
ometry. The switch can be in one of two states: the bar state or the cross state,
depending on the control electronics.

Fig. A1.14. In a crossbar arrangement, a mirror lies flat to allow a light beam to
pass through and tilts up to a vertical position to steer light to a specific port.

Fig. A1.15. A wavelength converter based on a non-linear property of the material.
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A1.12 Wavelength converters

Wavelength converters are devices (Fig. A1.15) that convert the incoming signal
of a particular wavelength into a signal containing the same information but on a
different wavelength. It is possible that an incoming call cannot be accepted in a
portion of a network on a particular wavelength because that wavelength is already
busy or because other components that work in this wavelength range are not avail-
able. In such situations, the data using the incoming wavelength can be switched
onto an idle, available wavelength to accommodate the call. Wavelength conversion
thus enables efficient spatial reuse of wavelength resources in the network, adding
to the flexibility of multi-wavelength systems.

Conversion may be achieved by employing the non-linear properties of semicon-
ductors. SOAs are used as wavelength converter devices. Various methods based
on cross-gain modulation, four-wave mixing, and other interferometric techniques
have been explored to achieve wavelength conversion.



Appendix 2

Network design

An interconnection network connects various sources of information using a set
of point-to-point links. A link is a connection using a copper wire or an optical
fiber, or may be wireless. The nodes are autonomous data sources and can request
to transfer any amount of information to any other node. Figure A2.1 shows an
example network consisting of four nodes. Node A has a link connected to nodes
B and C. Node B is connected to nodes A and D. Nodes C and D are connected to
nodes A and B, respectively. If node C desires to send some information to node
B, it sends it to node A which in turn routes it to node B. Node A thus acts as
an intermediate node. The capacity of a node is the amount of information it can
transmit (also called its source capacity) or receive (also called its sink capacity).
The capacity of a link is the amount of information that can be transferred over the
link in one unit of time.

The network design deals with the interconnection of various nodes and how to
transmit information from one node to another. Network architecture and design
both have multiple meanings. The most commonly used interpretation relates to the
decisions one needs to make to design a network. The four most important aspects
of network architecture and design are described here.

A2.1 Network topology

A topology defines how nodes are interconnected. For example, the topology of
the NSF network is shown in Fig. A2.2. Most network topologies are hierarchical
in nature. The design involves developing the structure of the hierarchy, structures
of nodes at each level, and detailed designs of the nodes. It also involves assigning
link and node capacities to transport the desired traffic. A hierarchical topology is
depicted in Fig. A2.3. We will be studying the decision making process and related
algorithms and examples in detail in this appendix.

377
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Fig. A2.1. A four-node network.

WA

UT

CO 1IE 1L

GATr

PA

h12 1IY

1IJ

h1D

CA1

CA2

Fig. A2.2. Topology of the NSF network.

A network node is placed in a hierarchical fashion in such a way that it is “close”
enough to several data sources. The closeness is described in terms of suitable
performance metrics such as the physical distance, the cost of connection, and so on.
A network node serves as a service point for all the data sources connected to it. Such
a node is called a “gateway” as it connects data sources to network nodes. Nodes
A, B, C, etc. are such nodes. Gateways connect to data sources, such as nodes 1,

2, . . . , 12, at the next lower level in the hierarchy and to routers or switches such
as nodes X, Y, etc. at the next higher level. Switches and routers route information
to other switches and routers on the way to other gateways from where the data are
delivered to destinations. There may be more levels in the hierarchy.

Node and link placement, and their capacities, in a network topology depends
on the desired or required traffic flow that is defined by the traffic characteristics.
This is a well-studied problem and more information can be found in [21, 32, 45,
53, 182, 265]. In principle, ideal locations for both network nodes and links may
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Fig. A2.3. A hierarchical network.

be specified using (possibly complex) algorithms that would optimize the network
design using the performance metrics of interest. In practice, these placements are
also governed by factors such as the existing network, the ease of operation, the
convenience of management, and so on, which are not always easy to accommodate
in the design process.

A2.2 Transmission technology

Physical layer transmission technologies describe the characteristics of the physical
medium. These involve signal processing techniques, modulation and demodulation
techniques, coding and decoding of information, multiplexing, and demultiplexing
techniques employed to enhance the utilization of each link, and issues related to
these techniques. The physical medium can be a wire, such as a copper link, a
coaxial link, an optical fiber, or a wireless link using microwave or radio frequen-
cies. The signals being transmitted over the physical medium can be modulated
and demodulated using amplitude modulation, frequency modulation, or phase
modulation, where the information being transmitted modifies the shape of the
waveform being transmitted. Figure A2.4 demonstrates examples of modulation
techniques. Multiplexing techniques such as time-division, frequency-division, and
code-division multiplexing techniques are used to mix and transmit information
from various sources on a single link. In time-division multiplexing, each source
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Fig. A2.4. Different modulation techniques.
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Fig. A2.5. Time multiplexing.
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Fig. A2.6. Frequency multiplexing.

is given a fraction of time in a given interval, called a frame. In frequency- and
code-division multiplexing, frequencies and the bandwidth available on a chan-
nel are effectively partitioned so that all sources can use parts of the capacity of
the channel simultaneously. Figures A2.5 and A2.6 show different multiplexing
techniques.
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A2.3 Traffic control and network management techniques

This aspect of the network architecture involves the control of the switching tech-
nology, flow control algorithms for smooth flow of loads offered to the network,
control message flow to set up paths, connection requests and response protocols,
collection of data on actual usage, fault detection and management algorithms, and
effective resource utilization algorithms.

Connection requests between nodes in a network are realized by employing a
routing algorithm. Routing algorithms are designed to utilize the existing network
capacity and the switching methodology. Either circuit switching or packet switch-
ing can be employed for data transfer in a communication network.

In a circuit-switched network, a complete, dedicated path from a source to a desti-
nation is established through the network before communication begins. Dedicated
physical resources are reserved for the communication to take place. A signal is
sent from the source to the destination node, through intermediate nodes, requesting
a connection. An acknowledgment signal is sent back from the destination to the
source accepting or rejecting the request. A request is accepted only if all nodes on
the path have the required resources available and they can reserve these resources
statically. If no free path exists from end to end, the traffic is blocked and has to wait
for transmission. Path establishment may take a substantial period of time. Once
the path is established, information is transmitted freely from the source node to
the destination node using the path. The sender and receiver may use any format for
data transfer and bit rate subject to the constraints of the physical channel. When
the transfer is completed, the path is removed.

In a packet-switched transmission, no physical path is established in advance.
Instead, when a source has information to transmit, it assembles it in a packet. A
packet consists of data to be sent and a header. The header contains the source
and destination addresses, possibly intermediate node addresses through which the
packet must be routed, and some error-correcting codes to check the correctness of
the information. The packets are forwarded from node to node, one hop at a time.
The packets are queued in buffers at the intermediate nodes along a route between a
source and a destination, traveling from node to node, releasing links and switching
elements immediately after using them. A packet is received by a node, checked
for correctness and retransmitted, if required. During the transmission, store and
forward operations at each node increase the overhead and time delay of data
packets.

Most networks use packet switching for smaller messages. In a packet-switched
network, it is possible that the path may change from packet to packet between the
same source–destination pair. Circuit switching is used when a source/destination
has a substantial amount of information to transmit. The main advantage of circuit
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switching is that the links on a path are always available for communication. The
only delay is the propagation delay. However, if no information transfer takes place
for some time during the existence of a connection, the capacity on the path is
wasted. To reduce this waste, it is possible to statistically multiplex the path. A path
is established in advance between a source and a destination that is used by every
packet from that source to that destination. However, actual transmission occurs as
in a packet-switched network. Such a path is called a virtual path, as opposed to a
physical path that is established in a circuit-switched network. Such a service, in
which a path is established in advance, is also called a connection oriented service.
A pure packet-switched service is called a connectionless service. To set up a path,
the network control sends messages to nodes on the path to request a connection. If
all nodes on the path from a source node to a destination node agree, then the path
is established. Flow control algorithms are employed to control the actual flow of
information so that each node on the path is not overwhelmed by the information.
If a fault occurs in a node on the path, then the path is established again. In the case
of a connectionless service, data packets are just sent to the next node along the
path. If a faulty node is encountered on the path, the routing is changed on the fly.
The internet datagram service uses a pure packet-switching protocol whereas the
telephone system, for the most part, uses circuit switching. Networks employing
asynchronous transfer mode (ATM) (that are currently being developed) use the
concept of a virtual path for ATM cell transmission. An ATM cell is a small, 53 byte
long packet that includes 48 bytes of actual data and 5 bytes of control information.
In this case, a path is established that is used by all the cells but actual transmission
is cell by cell from point to point similar to a packet-switched network.

A2.4 Cost

The cost of the network is viewed differently by different people. The cost includes
parameters such as installation of links and nodes, including the cost of the facility
to house the nodes and laying the links (copper or fiber). Laying out links is very ex-
pensive and includes buying/leasing land, digging land, laying out conduits, the cost
of cables, wires, or optical fibers, end-interfaces, buffering, processing hardware
at each end of a link, and management of links. There are additional operational
and maintenance costs in keeping the hardware up and running, replacing faulty
components and cables, and managing the resources.

For a network service provider, the cost consists of laying out and operating
the network. On the other hand, the users or consumers of network resources do
not concern themselves with these costs. The costs they account for are the cost
quoted to them by the network providers in terms of tariffs for different qualities of
service (QoS) at different times. These tariffs are usage sensitive and depend on the
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volume of data being transported, time of day (morning, evening, or night), priority
of transmission, tolerable delay and loss of data, and several such factors. These
factors together are called QoS parameters. To provide and guarantee a specific
quality of service, the network service provider has to dedicate some network
resources such as bandwidth on individual links, buffer spaces at various nodes
on the path, time slots for transmission of specific data, and alternate resources in
case of a failure for that service. The costs of these resources form the basis for
tariffs. The development of a cost model for a link is a difficult problem. Often good
approximations and simplification of cost structures are used by the network service
providers to keep the complexity of the network design and service tariffs under
control. In our examples, we consider both models (the actual physical network
cost model and the consumer network cost model) of cost in our designs.

A2.5 Approaches to network design

If a new network is being designed from scratch with no existing capacity, well-
defined traffic requirements (traffic intensities), and full freedom in selecting net-
work components, then the designers can make the best possible decisions by
balancing the cost and QoS requirements, such as the throughput, the delay, and
other performance measures. However, more often than not, most real designs are
incremental, that is, the resources are added or upgraded over the existing capabil-
ities as required by the new demands. The network really evolves with the needs
and, in general, is in response to the new requirements. This restricts the optimality
in design as the existing design governs the final output.

Inputs for network designs are based on the best estimates of the anticipated
traffic between various sources and destinations. Such data are available in the
form of a traffic matrix. A large number of networks are designed using current
and additional anticipated needs and certain rules of thumb in an incremental fash-
ion. The decisions are based on the experience of the designer. It is possible to
make serious mistakes as part of a new design. For example, when the information
transmission is from point to point as in packet switching, intermediate nodes store
and forward the incoming information. By not providing enough buffer space or
control for incoming traffic streams, losses may be excessive and/or delays may
exceed the acceptable limits. A loss may or may not be tolerable. For example, in
voice communication a small loss may almost go unnoticed, but loss of even a byte
may not be tolerable in a computer file transfer application. For a voice or real-time
video communication, any significant delay may mean that the information is no
longer relevant at the destination.

The design process could be manual or automated using exact or heuristic-based
algorithms. An automatic design process can avoid such serious design flaws in the
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network. Unfortunately, most of the known properties and optimization techniques
relate to networks that are designed from new and not incrementally. Heuristic
algorithms are used as part of an automated design process to incorporate design
principles used in manual algorithms. One of the most commonly used heuristics is
the greedy algorithm. Sometimes a greedy algorithm may find an optimal solution.
It selects a feature that appears to be of immediate benefit. Consider a situation in
which there are several nodes that communicate with each other. Providing a direct
link between two nodes that have the maximum amount of traffic flowing between
them is a greedy approach. This may have other effects later on in the algorithm.
Similarly, incorporating and using the cheapest link in a network is also a good
design practice. However, this may have serious cost implications at a later stage in
the design and a greedy algorithm may fail to account for them. A greedy algorithm
may not always yield the best result, but nonetheless is the most commonly used
heuristic algorithm.

To fully understand the network design process and the algorithms necessary
in network design, we first develop a graph model of the network. Graph models
capture the exact behavior of a network and simplify the task of analysis.

A2.6 Quality of service requirements

Unlike conventional packet- or circuit-switched networks, some applications such
as broadband integrated services digital network (B-ISDN) require the network to
provide not only connectionless traffic transportation but also connection-oriented
operation for real-time data transfer between end users with multiple bit rates.
Broadband packet switching based on asynchronous transfer mode (ATM) which
has a fixed packet length, has been proposed for multimedia and multi-bit-rate
communications for end users by using the network resources efficiently. The most
important aspect of these networks is to satisfy the quality of service (QoS) require-
ments. These features require a different approach to network design in comparison
with the conventional packet-switched network design. For example, the cell loss
probability has to be considered in an ATM network design. In circuit-switched
networks, the call blocking probability is an important metric for determining the
design of the circuit-switched networks.

Connection-oriented services have certain maximum delay requirements in ex-
changing information between the end users as given by the QoS requirements.
The delay in a packet-switched network includes switching, queuing, transmission,
and propagation delays. Due to the high data rate of fiber optic links, the prop-
agation delay and the node queuing delay are the dominant delay factors. In the
conventional packet-switched network design problem, the average network de-
lay and throughput have usually been used as the metrics to optimize the network
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cost and performance. In multimedia networks, services may have critical delay
requirements; instead of the average network delay requirement, the end-to-end
delay must be considered while determining the network topology.

In addition to these new requirements, the high data rates require special attention
to fault management or fault tolerance. Compared with low-speed data networks, it
is possible to lose many data packets if a data link fails even for a short time. Fault
management requires that the network has a control mechanism which ensures
that the existing traffic is affected as little as possible due to a failed link, and the
traffic on the failed link is rerouted through the spare capacity on other links. This
rerouting of traffic from a failed link to the other links [37] can be performed by a
special facility such as a digital cross-connect system (DCS) [295].

Fault tolerance in high-speed networks is greatly needed even for short-time link
failures due to the large cell loss possibility. An alternative route may be longer than
the original path. If a service, such as a data file transfer, is not sensitive to propaga-
tion delay, the reconfiguration can be done using arbitrary available spare capacity
on the other links. Since voice and video service are sensitive to end-to-end delay,
the reconfiguration path must be selected such that the end-to-end delay require-
ments are met. This performance requirement restricts the logical reconfiguration
that can be embedded into the physical network. Therefore, while designing the
network topology, possible failures of network links must be considered in advance.

To maintain the QoS requirements in services [136–139], we also have to consider
the cell loss probability during a burst transfer. Burst cell loss can occur in several
stages of the network: switch buffer overflow, cells discarded for congestion control,
and physical link errors. The optical fiber link has negligible physical link errors.
However, the switch buffers for each link may be of a fixed size and the packet
contention for the same link may cause the output buffer to overflow in each link.
Thus, we have to find the optimal link capacity assignment to meet the cell loss
restrictions.

A2.7 Probability distributions

We will first describe three important probability distribution functions that are
used in the analysis of network systems. More details can be found in [7].

Normal distribution. A random variable, x , is normally distributed if its proba-
bility density function is of the form

f (x) = 1√
2πσ 2

e−(x−µ)2/2σ 2
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Fig. A2.7. A bell-shaped curve.

This is a bell-shaped curve density function, as shown in Fig. A2.7. The peak of
the bell occurs at x = µ and the width of the bell depends on the variable σ . The
random variable x is completely characterized by two variables: the mean µ and
the variance σ 2. The variable σ is the standard deviation. Three standard deviations
from the mean cover about 99% of the area under the curve. That is why most of
the time we are interested in µ+ 3σ variations in the value of a random variable x .

Binomial distribution. The number of ways in which k out of n objects can be
selected is given by

C(n, k) = n!

k!(n − k)!

If the probability of selecting a particular type of object is p (and the probability
of selecting the other object(s) is (1− p)), then the probability of selecting k such
objects out of a total of n objects is given by

P(n, k, p) = C(n, k) pk (1− p)n−k

The mean value of this statistic is E(n, p) = np and the variance is V (n, p) =
np(1− p). The standard deviation, σ , is given by

√
V (n, p) = √

np(1− p).

Exponential distribution. A random variable x is exponentially distributed with
parameter λ if the probability of x ≤ t is given by

P(x ≤ t) = 1− e−λt t ≥ 0

The mean and variance of x are 1/λ and 1/λ2, respectively.
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An arrival of a request for service is usually modeled using a random process.
Two requests are often assumed to be independent of each other. A process in
which interarrival times between two consecutive requests are independent and
distributed according to an exponential distribution with parameter λ is called a
Poisson process (with parameter λ).

Design. How we use these distributions can be demonstrated using the following
example. Suppose a network has ten nodes that want to communicate among them-
selves. Suppose the probability that a node originates a data request is p = 0.1.
The switching network can connect a call if all required links are free or not in
use. How many links should we provide so that a communication request can be
satisfied with high probability? In this case, the average number of requests is
E(n, p) = 10× 0.1 = 1.0 and the deviation is σ = √

10× 0.1× 0.9 = √
0.9 =

0.95. To satisfy most of the requests with high probability, we may like to provide
µ+ 3× σ = 1+ 3× 0.95 ≈ 4 links.

A2.8 Delays in networks

A communication link can be viewed as a bit pipe over which a given number of bits
are transmitted over a unit of time. This number is called the transmission capacity
of the link and depends on the physical channel and the interface at the two ends of
the link. The bit pipe (link) is used to serve all traffic streams that need to use the
link. The traffic on all streams may be merged into a single queue and transmitted
on a first-come-first-served basis. This is called statistical multiplexing. It is also
possible to maintain several queues for a link, one for each traffic stream or one for
each priority if the incoming traffic streams have multiple priority levels assigned
to them. If a packet length is L and the link capacity is C bits/s then it takes L/C
seconds to transmit a packet.

In the case where all incoming communication requests for a link are assigned
to a queue and serviced as the resources become available, there are four different
kinds of delays a packet suffers on a link. If the packet has to travel through multiple
links, then the total delays will be the sum of delays on all the links.

(i) Queuing delay. The queueing delay is the delay between when a packet is assigned to
a queue and when it is ready to be processed for transmission. During this time that
packet simply waits in a queue. This time depends on the number of packets waiting
ahead of this packet in the queue.

(ii) Processing time delay. The processing time is the time between events when the packet
is ready to be processed and the time it is assigned to the link for the transmission.
The processing delay depends on the speed of the link processor and the actions the
processor needs to take to schedule the transmission.
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(iii) Transmission delay. The time difference between the transmission of the first and last
bit of the packet is referred to as the transmission delay. This delay depends on the bit
transmission rate of the link.

(iv) Propagation delay. The propagation delay refers to the time difference between the
instances when the last bit is transmitted by the head of the link (source) and it is
received by the tail of the link (destination). This delay depends on the physical distance
of the link and the speed of propagation, and can be substantial for a high-speed
link.

A2.9 Queuing models

To compute the queueing delay for a packet, we have to understand the nature of
the packet arrival process to a link, the kind of service time it needs (the amount
of transmission time) and the number of links we have from the source to the
destination. In most queueing systems [154, 155], we assume that the arrival process
is a Poisson one. We also assume that the holding time (the amount of time a request
requires to service) follows an exponential distribution with parameter µ. The mean
service time is then given by 1/µ. If two nodes i and j are connected by m links,
then m packets can be transmitted from node i to node j at the same time. Generally
m = 1 and therefore packets are transmitted one at a time. In the case of circuit
switching, it can be seen as one request being established at a time.

M/M/m queue. A queueing system with m servers, a Poisson arrival process,
and an exponentially distributed service time, is denoted by an M/M/m queueing
system. The first letter M stands for memoryless. It can also be G for the general
distribution of interarrival times or D for deterministic interarrival times. The second
letter stands for the type of probability distribution of the service times and can again
be M, G, or D. The last number indicates the number of servers.

In an M/M/1 queueing system, the average number of requests in the system in
the steady state is given by λ/(µ− λ) and the average delay per request (waiting
time plus service time) is given by 1/(µ− λ). Utilization of the system is de-
noted by ρ = λ/µ and the average time for a request in the system is given by
the average service time/(1− ρ). The average waiting time, Tw, is given by the
difference of the average time in the system and the average service time. This time
is equal to 1/(µ− λ)− 1/µ. The average number of requests in the queue is given
by λ× Tw. Also, the probability that there are exactly k requests waiting is given
by Pk = (1− ρ)ρk .

Performance metrics. When a request for service arrives, the server (link) may
be busy or free. If the server is free, the request is serviced. If the server is busy,
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then there are two possibilities. (i) The request is queued and serviced when the
server becomes available. In this case we are interested in finding out how long,
on average, a request may have to wait before it is serviced. In other words, we
need to find out how many requests are pending in a queue or the average length
of the queue. This has implications in designing queues to store requests. (ii) The
incoming request is denied service. This is called blocking. We would like the
blocking probability to be as small as possible.
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Graph model for network

A network is represented by a graph G = (V, E), where V is a finite set of elements
called nodes or vertices, and E is a set of unordered pairs of nodes called edges or
arcs [85]. This is an undirected graph. A directed graph is also defined similarly
except that the arcs or edges are ordered pairs. For both directed and undirected
graphs, an arc or an edge from a node i to a node j is represented using the notation
(i, j). Examples of five-node directed and undirected graphs are shown in Fig. A3.1.
In an undirected graph, an edge (i, j) can carry data traffic in both directions (i.e.
from node i to node j and from node j to node i), whereas in a directed graph, the
traffic is only carried from node i to node j .

Graph representations. A graph is stored either as an adjacency matrix or an
incidence matrix, as shown in Fig. A3.2. For a graph with N nodes, an N × N 0–1
matrix stores the link information in the adjacency matrix. The element (i, j) is a 1
if node i has a link to node j . An incidence matrix, on the other hand, is an N × M
matrix where M is the number of links numbered from 0 to M − 1. The element
(i, j) stores the information on whether link j is incident on node i or not. Thus,
the incidence matrix carries information about exactly what links are incident on a
node. If a graph has more than one link from a node to another node, the incidence
matrix will be able to carry this information exactly, whereas the adjacency matrix
will require additional information to store the number of links.

The following terms associated with a graph are used throughout this appendix.

(i) The degree of a node is the number of links incident on a node. In the case of a directed
graph, we count both the number of incoming links, or the in-degree, and the number
of outgoing links, or the out-degree, of a node. For example in Fig. A3.1(a), node 1
has a degree of three, whereas in Fig. A3.1(b), node 1 has an in-degree of one and an
out-degree of two.

(ii) A walk in a graph G = (V, E) is a sequence of nodes w = [v1, v2, . . . , vk], k > 1, such
that ( j, j + 1) ∈ E , j = 1, 2, . . . , k − 1. A walk is closed if k > 1 and v1 = vk .

390
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(a) (b)

Fig. A3.1. A directed and an undirected graph.

Fig. A3.2. Graph representations for the graph shown in Fig. A3.1(a).

(iii) A walk without any repeated nodes in it is called a path.
(iv) A closed walk without any repeated intermediate nodes is called a cycle. An acyclic

network does not contain any cycles, as shown in Fig. A3.3.
(v) A node s is said to be connected to node t if node s has a path to node t in the graph.

This path is called an (s, t) path.
(vi) The length of a path is the number of links on the path.

(vii) An (s, t) path is called the shortest path if there is no other path of length shorter than
the length of the given path.

(viii) δ(i, j) denotes the length of a shortest path between nodes i and j . In a network, it is
a measure of the maximum communication delay.

(ix) The diameter (the longest shortest path between any pair of nodes) of a graph is given
by Max{ δ(i, j) ∀ i, j ∈ V }.

(x) A graph is said to be connected if a path exists between any pair of nodes, s and t .
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Fig. A3.3. An example of an acyclic graph.

Fig. A3.4. A graph and its connected components.

(xi) A graph is said to be strongly connected if ∀i, j,∈ V there exists a path from node i
to node j .

(xii) A connected component of a graph (V, E) is a subgraph G ′ = (V ′, E ′), V ′ ⊆ V, and
E ′ ⊆ E , with every (i, j) ∈ E ′, i, j ∈ V ′ such that G ′ is strongly connected.

An example of connected components of a graph is shown in Fig. A3.4 where
nodes 1, 2, and 3 form one connected component and nodes 4, 5, and 6 form another.
Node 7 is a component by itself.

(xiii) The node connectivity of a graph is the minimum number of nodes which should be
removed from the graph in order to partition it into two disjoint subgraphs, that is, the
number of node-disjoint paths. The node connectivity is a measure of the reliability
of communication.
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Graph algorithms

Once we select the graph model of a network, various algorithms can be used to
efficiently design and analyze a network architecture. Some of the most fundamental
algorithms among them are finding trees in a graph with minimum cost (where cost
is defined appropriately) or finding a minimum spanning tree, visiting nodes of
a tree in a specific order, finding connected components of a graph, finding the
shortest paths from a node to another node, from a node to all nodes, and from all
nodes to all nodes in a distributed or centralized fashion, and assigning flows on
various links for a given traffic matrix.

In the following we describe some useful graph algorithms that are important in
network design. Recall that N represents the number of nodes and M represents
the number of links in the graph.

A4.1 Shortest-path routing

Shortest-path routing, as the name suggests, finds a path of the shortest length in
the network from a source to a destination [19, 73, 224, 241, 249]. This path may
be computed statically for the given graph regardless of the resources being used
(or assuming that all resources are available to set up that path). In that case, if at
a given moment all resources on that path are in use then the request to set a path
between the given pair is blocked. On the other hand, the path may be computed
for the graph of available resources. This will be a reduced graph that is obtained
after removing all the links and the nodes that may be busy at the time of computing
from the original graph. In either case, computation of the shortest path is based on
the following concepts.

Suppose for a given graph G, each arc (i, j) is also assigned a weight (or length)
denoted by ai j . We are interested in finding a path of the shortest length from a given
source node to a given destination node. The path will not have any node repeated.
This type of problem is fundamental in graphs, and in particular networks, as we

393
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may be interested in searching a path from a source to a destination that is least
expensive in terms of traversal. The weight or length of an arc may represent the
actual cost of traveling on that edge. The cost may be in terms of delay, or dollars,
or any other metric of importance.

One of the key ideas in computing the shortest path is that of dynamic program-
ming. It is also based on the principle of optimality. For the shortest-path compu-
tation, it has been shown that if all edge weights are positive, then an undirected
graph can be treated as a directed graph by replacing each undirected edge (i, j) by
two directed edges (i, j) and ( j, i). With negative edge weights, this transformation
introduces cycles of negative weights and the shortest path may go through the
cycle as often as necessary to bring the total path lengths to zero or negative. Thus,
it is not desirable. In the following, we will assume that all edge weights are pos-
itive. With that assumption the shortest path can be computed using the following
formulation.

A4.1.1 Bellman’s equations

To compute the shortest path from source s to destination t , it turns out that we end
up computing the shortest path from the source node s to all destinations [224].
Let ai j be the weight of edge (i, j) if the edge exists. Otherwise, it is ∞. Let u j be
the weight of the shortest path from origin s to node j . For simplicity we assume
that the nodes are numbered from 1 to n and the source node is node 1. We can
always renumber the nodes. It is clear that u1 = 0. Let node k be the last node on
the shortest path from node 1 to node j . Then we can say that u j = uk + akj . This
also implies that the path from node 1 to node k with path length uk must also be
the shortest path from node 1 to node k. Otherwise, the path we selected is not the
shortest path. This is from the “principle of optimality.” Now, we only have a finite
number of choices for k. Bellman’s equations use this principle to search for shorter
paths to other nodes by using the known shortest path to node k and edge weights
of direct links from node k to other nodes for all such k values. The equations state
that

u1 = 0

and

u j = min
k �= j

{uk + akj } j = 2, 3, . . . , N

Using these equations, we can find a shortest path to a node as follows. First, find
a node k with edge (k, j) such that u j = uk + akj . Then find an arc (l, k) such that
uk = ul + alk , and continue in this fashion. Eventually, we would reach node 1.
Unfortunately, Bellman’s equations do not lead to a solution directly.
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A4.2 Shortest path in an acyclic network

In an acyclic network, as shown in Fig. A4.3, it is easy to use Bellman’s equations
to find a shortest path. The nodes in such a network can be renumbered in such a
fashion that an edge (i, j) exists if and only if i < j . In this case we can rewrite
Bellman’s equations as

u1 = 0

and

u j = min
k< j

{uk + akj } j = 2, 3, . . . , N

These equations can then be solved as u1 is known, u2 only depends on u1, u3 only
depends on u1 and u2, and so on. The complexity of this problem is O(N 2).

A4.2.1 Dijkstra method

For non-cyclic graphs, we need another method given by Dijkstra [73]. This method
is applicable to a graph for which edge weights are positive. This algorithm starts
with labeling nodes in stages. At each stage of computation, some labels are desig-
nated permanent and others remain tentative. A permanent label on a node represents
the true length of the shortest path from that node. After including the new labeled
nodes, distances to all other nodes are computed again.

Let di j denote the distance from node i to node j . Let i be the source node. Then
dii is set to zero and di j , i �= j is set to a large value if j is not a neighbor of i .
Otherwise, it is set equal to the weight of the direct link, ai j . Next, the algorithm
finds a node j with minimum di j and labels it permanent. It then uses it to improve
distances to other nodes by computing

dik ← min(dik, di j + a jk)

At each stage in the process, the value of dik represents the best known shortest
distance from i to k. Using these labels of the nodes, the algorithm then marks
another unlabeled node with a minimum value of dik as permanently labeled. The
same computation is carried out again. Since all edge weights are positive, in the
next iteration, none of the marked nodes can have any smaller value.

An example of the execution of the algorithm is shown in Fig. A4.1. Node A is
the source node. A dark node is a permanently labeled node. At each step, one node
is marked labeled and the value associated with a node is its shortest distance from
the source thus far with L being a large value. The algorithm terminates in N − 1
steps.
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Fig. A4.1. Example execution of Dijkstra’s shortest-path algorithm.

A4.3 Shortest paths between all pairs of nodes

Now, suppose we want to compute the shortest path between all pairs of nodes.
This may be necessary as communication may occur between any pair of nodes.
It is desirable to use the shortest path as this reduces the requirements for network
resources. Sometimes this may cause congestion, as has been shown by many
researchers. For example, suppose that the network graph is such that it can be
partitioned into two parts, A and B, and the two parts are only connected by two
links, one with a low-weight link and the other with a high-weight link, as shown in
Fig. A4.2. All communication between the two halves will use the low-weight link
and the other link remains unused. The second link should not have been included
in the design, but if it exists then its use will reduce the congestion on the low-
weight link. The shortest-path routing algorithm does not utilize the second link
at all.

Coming back to the all-to-all communication problem, we can compute paths
from every node to every other node. Thus, we need to solve the problem N times.
Alternately, we may use an integrated procedure developed separately, that may
be more advantageous. We investigate the latter approach next. Let ui j denote the
length of the shortest path from node i to node j and let um

i j be the shortest path
such that the path contains no more than m edges. It is clear that uN

i j will be ui j , the
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Fig. A4.2. Two parts of a network connected by only two links.

length of the shortest path from node i to node j . Also,

uii = 0

u0
i j = ∞ i �= j

and

um+1
i j = min

k

(
um

ik + akj
)

The last equation computes the shortest path lengths for the paths that contain up to
m + 1 edges given that we know the shortest path lengths for paths that contain up to
m edges. This can be seen to be equivalent to the matrix multiplication C = A × B,

where element ci j is computed using

ci j =
∑

k

aikbk j

We modify the computation of ci j as

ci j = min
k

(aik + bkj )

by replacing multiplication by addition and summation by the minimum function.
We know that A = (ai j ) is the matrix of arc lengths and let U 0 be the identity
matrix, then U 0 × A = A. Let U m+1 = U m × A. Then U N−1 = AN−1 gives us the
desired shortest path length matrix. It turns out that this type of matrix multiplication
is also associative. Thus, we can compute A2k = Ak × Ak and once 2k > n − 1,
we have U N−1. A single matrix multiplication has O(N 3) complexity, and we
need to perform log N matrix multiplications. Therefore, the overall complexity is
O(N 3 log N ). This is more complex than Dijkstra’s algorithm but in practice may
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run faster. An example computation for the five-node graph in Fig. A4.1(a) for a
given edge weight matrix A is given next:

A =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 ∞
100 0 ∞ ∞ 20
40 ∞ 0 20 30
30 ∞ 20 0 ∞
∞ 20 30 ∞ 0

⎞
⎟⎟⎟⎟⎠

A2 =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 70
100 0 50 130 20
40 50 0 20 30
30 130 20 0 50
70 20 30 50 0

⎞
⎟⎟⎟⎟⎠

A4 =

⎛
⎜⎜⎜⎜⎝

0 90 40 30 70
90 0 50 70 20
40 50 0 20 30
30 70 20 0 50
70 20 30 50 0

⎞
⎟⎟⎟⎟⎠

A4.3.1 Floyd–Warshall method

Another method to compute the shortest paths between all node-pairs is due to
Floyd and Warshall and has a computational complexity of O(N 3). In this method,
um

i j defines the length of the shortest path from node i to j such that it does not pass
through nodes numbered greater than m − 1 except nodes i and j . Then u1

i j = ai j

and um+1
i j = min{um

i j , um
im + um

mj }. uN+1
i j is the shortest path length matrix. Also,

um
ii = 0 for all i and for all m.

This procedure has N (N − 1)(N − 2) equations, each of which can be solved
by using N (N − 1)(N − 2) additions and N (N − 1)(N − 2) comparisons. This
is the same order of complexity as that for Bellman’s method (also known as
the Bellman–Ford method as it was independently discovered by two researchers)
which yields the shortest path only from a single origin. Dijkstra’s method can also
be applied N times, once from each source node, to compute the same shortest
path length matrix. This takes only N (N − 1)/2 additions for each pass, for a total
of N 2(N − 1)/2 additions, but again housekeeping functions in Dijkstra’s method
make it non-competitive.

Computation in the Floyd–Warshall method proceeds with u1 = A and U m+1 is
obtained from U m by using row m and column m in U m to revise the remaining
elements. That is, ui j is compared with uim + umj and is replaced if the latter is
smaller. Thus, the computation can be performed in place and is demonstrated in
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the following for the graph in Fig. A4.1(a).

A0 =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 ∞
100 0 ∞ ∞ 20
40 ∞ 0 20 30
30 ∞ 20 0 ∞
∞ 20 30 ∞ 0

⎞
⎟⎟⎟⎟⎠ A1 =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 ∞
100 0 140 130 20
40 140 0 20 30
30 130 20 0 ∞
∞ 20 30 ∞ 0

⎞
⎟⎟⎟⎟⎠

A2 =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 120
100 0 140 130 20
40 140 0 20 30
30 130 20 0 ∞
120 20 30 ∞ 0

⎞
⎟⎟⎟⎟⎠ A3 =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 70
100 0 140 130 20
40 140 0 20 30
30 130 20 0 50
70 20 30 50 0

⎞
⎟⎟⎟⎟⎠

A4 =

⎛
⎜⎜⎜⎜⎝

0 100 40 30 70
100 0 140 130 20
40 140 0 20 30
30 130 20 0 50
70 20 30 50 0

⎞
⎟⎟⎟⎟⎠ A5 =

⎛
⎜⎜⎜⎜⎝

0 90 40 30 70
90 0 50 70 20
40 50 0 20 30
30 70 20 0 50
70 20 30 50 0

⎞
⎟⎟⎟⎟⎠

A4.4 Multiple shortest paths

Many times it is useful to be able to compute additional shortest paths between
a node-pair which may be longer than the first shortest path but are still short
in case the first shortest path is not available. The first path may be congested
or may have a failed link or a node. The problem can be constrained by specific
requirements such as allowing or not allowing repeated nodes and links, or specific
nodes and/or links. Specific methods exist to compute alternate shortest paths for
all cases (see, for example, [255]). One specific case with respect to fault tolerance
is non-availability of a node or a link. Such a path can be computed by removing
the specific node or link in the original graph (removal of a node also removes all
the associated links) and then using the same shortest-path algorithm. In another
scenario, we may want another path that is mutually exclusive of the first path. In
that case, all the nodes and links have to be removed from the original graph before
computing another shortest path. The algorithm to be used in these cases is the
same as that already stated.

A4.5 Minimum spanning tree (MST)

The minimum spanning tree is the “best” tree one can identify in a given graph with
edge weights. Recall that edge weights represent some “cost” of communicating
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on that edge. The cost may be delay, or expense in terms of real dollars to use the
link.

The MST problem is to find a set of edges with a total minimum cost so that the
nodes in the graph remain connected. A greedy algorithm can be used to find this set
of edges, called MSTE. The algorithm starts with one edge with minimum weight.
Then it finds an edge “e,” the best candidate that has not yet been considered and
adds it if it is feasible. An edge can only be added to this set if it does not create a
cycle in the graph with the same set of nodes as the original graph and set of edges
MSTE. MSTE is complete when it contains N − 1 edges in an N -node graph. It is
known that a greedy algorithm indeed finds an MSTE.

There are several algorithms to find an MST. We will consider two algorithms
here based on the greedy approach, but their complexities may differ slightly.

A4.5.1 Kruskal algorithm

This algorithm essentially requires one to sort all edges, shortest first. Then the edges
are included in the set MSTE, one at a time, in an order such that the edges do not
form a cycle. The test for forming a cycle can be efficiently made by maintaining
a proper data structure of edges included thus far. The complexity of sorting is
O(M log M) and the test is of complexity O(M + N ) as suggested by Tarjan [249].
Since the process terminates once the set MSTE includes N − 1 edges, one may
not have to sort all edges (the first few may be sufficient). This can be achieved
by putting all the edge weights in a heap that can be created in O(M) time. An
edge with the smallest weight can be removed from the heap in O(log M) time. If
k edges have to be considered to select N − 1 edges for inclusion in MSTE, then
the complexity of the selection process is O(M + k log M). Therefore, the total
complexity is O(M + N + k log M). An example of the execution of Kruskal’s
algorithm is shown in Fig. A4.3. Each edge is labeled with its weight and its
number (shown in parentheses). In each pass, the selected edge and the included
nodes are shown in the table.

A4.5.2 Prim’s algorithm

For a dense network, when M is of O(N 2), an alternate method to find an MST
is from Prim [241]. This algorithm maintains a tree and adds additional nodes to
the tree using minimum cost edges. For this purpose, the minimum distance of
each node that is out of the tree is maintained from the tree nodes. Each time
a new node is added, the distances of nodes that are not yet in the tree from
the tree changes. Therefore, these distances need to be revised. In fact, distances
of nodes outside the partial tree from the newly inserted node only need to be
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Fig. A4.3. Kruskal’s MST algorithm.

considered as that is the only change in the tree. The algorithm has a complex-
ity of O(N 2). We need N passes, one each to select N nodes to be included in
the tree. Each time we need to find a node with minimum distance (this is an
O(N ) procedure) and update distances of all other nodes after considering the
new node (another O(N ) procedure if the distances are maintained in the adja-
cency list). Both O(N ) procedures can be performed in O(d) if the maximum
degree of each node is only d since we only need to consider d neighbors of the
new node introduced in the tree. Thus, the overall complexity of the procedure is
O(d N ).

A4.5.3 Constrained MST

MST computation may be constrained using some optimality criteria or
requirements. In the case of constrained MST computation, selection of edges is
constrained using appropriate selection criteria consistent with the specified
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Fig. A4.4. A 13-node tree example.

constraints. For example, in the previous algorithm, it is assumed that the weight of
an edge is the only criterion. But the new constraint may be that no node can have
more than a certain number of edges connected to it. In that case, the algorithm
may have to decide on a selectable candidate differently. If a node already has a
given number of edges originating from it, then no more edges connected to that
node may become part of the solution.

A4.6 Tree traversal

For a given tree graph, one may like to visit all the nodes of the tree. Recall that a
tree graph has no loops and the number of edges is exactly equal to N − 1. A node
is visited after another node along a link. We will assume that there is no more than
one link between any pair of nodes. Nodes can be visited in two different ways. In
the first case, once we are at a node, we visit all of its neighbors before visiting any
other (non-neighbor) nodes. This is called breadth-first order. For example, for a
given tree graph as shown in Fig. A4.4, we first visit the root node A. Following
that, we visit all its children, which are B, C, and D. Then we traverse children
of B, C, and D, that are E and F, G and H, and I, respectively. Finally, we visit
the children of these nodes and include nodes J, K, L, and M in the list of visited
nodes.

In the second case, we visit nodes in depth-first order. In this case, when we visit
a node, we immediately visit its children first before visiting any of its siblings. In



A4.7 Network (Max) flow 403

the example tree of Fig. A4.4, the nodes will be visited in the order A, B, E, F, J,
C, G, K, L, H, D, I, and M.

Depending on the application, one or the other method is used. For example,
if the tree nodes represent solutions of a problem and we are interested in one
solution, a depth-first search is likely to yield the solution faster. On the other hand,
if we are interested in all possible solutions, then a breadth-first search is more
appropriate.

A4.7 Network (Max) flow

In a given network one may like to compute the available capacity on all paths from a
source to a destination. In that case we need to determine the maximum information
flow possible from the source to the destination. This is accomplished by using a
network flow analysis algorithm [152]. The network graph is treated as a directed
graph and the maximum possible flow from a source node s to a destination node t is
computed. For a given directed graph, each edge (i, j) is assigned a capacity using
a non-negative value Ci j that represents the available capacity to carry information
on edge (i, j) from node i to node j . In addition, nodes themselves may have
additional constraints in terms of the amount of information they can support in
terms of buffer space and other factors from all incoming edges or links. This is the
node capacity constraint. Let Xi j be the amount of actual flow through edge (i, j).
At each node, information must be conserved as part of the total flow from s to t .
This means that the amount of information entering a node must be the same as
the amount of information leaving that node. This information must not exceed the
capacity of the node, or the following constraints must be satisfied:

0 ≤ Xi j ≤ Ci j and
∑

j

Xi j =
∑

j

X ji

Also
∑

j Xs j is the amount of information that leaves the source node s and it
is equal to

∑
j X jt , i.e. the amount of information that arrives at the destination

node t .
Any such set of flows, {Xi j }, that satisfies the above constraints is called a

feasible flow set. Maximizing feasible flow by increasing flow on different links
while satisfying all constraints yields the maximum-flow value. For a given graph
this is achieved as follows.

First, we find a feasible flow from node s to node t (0 flow is trivial). Now, let P
be an undirected path in the directed network from s to t . An edge on this path is
called a forward edge if it is directed towards node t . Otherwise, it is a backward
edge. A flow on this path can be augmented or increased if Xi j < Ci j on all forward
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Fig. A4.5. An example demonstrating feasible flow and augmentation paths.
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edges and Xi j > 0 on all backward edges. The amount of increase is given by

min
{

min
forward

{Ci j − Xi j }, min
backward

{Xi j }
}
.

If this value is greater than zero, then such a path is called an augmentation path.
The process is repeated on all possible undirected paths. A flow is maximum if no
augmentation path is available.

Figure A4.5 demonstrates the computation of maximum flow. Figure A4.5(a)
depicts a feasible flow. Each edge is marked with its capacity and the current flow
value. Figure A4.5(b) shows an augmentation path with three forward edges and
one backward edge. Using the relationship described above, the amount of flow that
can be increased is one. Figure A4.5(c) shows the graph again with a new feasible
flow. Figure A4.5(d) shows another augmentation path with three forward edges.
The flow can be increased by two on this path and the new feasible flow is shown
in Fig. A4.5(e). Figure A4.5(f) shows another augmentation path with four forward
edges and the flow is again increased by two to obtain a maximum flow of ten as
shown in Fig. A4.5(g).

The maximum value of an s–t flow is equal to the minimum capacity of an s–t
cut. A cut is defined by a set of edges that partitions the network into two parts with
s and t in separate partitions. A minimum cut set is a cut set for which the total
capacity of the edges is minimum.
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Routing algorithm

A routing algorithm establishes an appropriate path from any given source to a
destination. The objective of network routing is to maximize network throughput
with minimal cost in terms of path length. To maximize throughput, a routing
algorithm has to provide as many communication paths as possible. To minimize
the cost of paths, the shortest paths have to be provided. However, there is always
a trade-off between these two objectives. Most routing algorithms are based on
assigning a cost measure to each link in a network. The cost could be a fixed
quantity related to parameters such as the link length, the bandwidth of a link, or
the estimated propagation delay. Each link has a cost associated with it and in most
cases it is assumed that the links have equal cost.

An interconnection network is strictly non-blocking if there exists a routing
algorithm to add a new connection without disturbing existing connections [292].
A network is rearrangeable if its permitted states realize every permutation or
allowable set of requests; here it is possible to rearrange existing connections if
necessary [292]. Otherwise it is blocking.

The store-and-forward operation in packet switching incurs a time delay and
causes significant performance degradation. If the algorithm is used in a packet-
switching network, the total time delay of a data packet is obtained by summing up
the time delay at each intermediate node. Since non-availability of any link along
a route causes the route not to be available, the network sees a high probability
of blocking under heavy traffic, which rejects the incoming request and eventually
causes data loss or delay.

The routing algorithm can be centralized or decentralized. A centralized al-
gorithm may use a global backtracking depth-first search or any other algorithm
described in Appendix 5.

406
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A5.1 Embedding arbitrary connection requests

The interconnection network should be able to embed arbitrary requests until re-
sources are available in the network. If a set of requests is such that each node
needs to communicate with a unique node, then such a set of requests is called a
permutation. It is desirable to be able to satisfy this set of requests simultaneously.
If each node requires communication with up to k other nodes, it may not be pos-
sible to satisfy these requests in one round and the communication requests may
have to wait. Depending on the application environment, either the requests are
partitioned in k disjoint permutations (some may be partial permutations) or the
communication needs are satisfied in k rounds without any contention. Alternately,
a network is designed to satisfy all the requests up to k requests at the same time. A
better solution would probably lie in between these two extreme cases. Depending
on the number of transmitters and receivers, a node should be able to source and
sink those many connections. The links in the network should be able to support
the traffic corresponding to the requests being serviced simultaneously. The permu-
tation routing capability of a network is extremely useful in improving the overall
performance of a system.

In a permutation routing, the messages transferred from a source to a destination
can be regarded as a commodity flow. For each commodity, the required flow of
commodity is 1 for a single source and a single destination. In a general network, the
problem of solving multi-commodity integral flows is known to be NP-complete.



Appendix 6

Network topology design

A network can be designed using various topologies. Many interconnection net-
works have been proposed by the research community; some have been proto-
typed but few have progressed to become commercial products. A network may
be static or dynamic [29, 174, 175, 191, 284]. The topologies can be divided into
two categories: (i) regular and (ii) irregular. The regular topologies follow a well-
defined function to interconnect nodes. The regularity, symmetry, and most often
the strong connectivity of the regular network topologies make them suitable for
general purpose interconnection structures where the characteristics of the traf-
fic originating from all nodes are identical and destinations are uniformly dis-
tributed over the set of nodes. Thus, the link traffic is also uniformly distributed.
The irregular topologies are optimized based on the traffic demands. If there is a
high traffic flow between two nodes, then they may be connected using a direct
link. If a direct link is not feasible, then an alternative is to provide a short path
between the two nodes. Such designs are much more involved and need special
attention.

We will first discuss regular topologies and then get into the design of irregular
topologies. We will also discuss some specific regular topologies, such as a binary
cube and its variations, in greater detail.

A6.1 Regular topologies

There are several regular topologies that have been proposed by various re-
searchers in the literature. The most important among these are complete con-
nected graphs, star, tree, ring, multi-ring, mesh, and hypercube topologies. One
of the desirable properties of a structure is to be able to accommodate or embed
an arbitrary permutation. We discuss various regular topologies in the following
paragraphs.

408
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Fig. A6.1. A hierarchical network.

A6.1.1 Completely connected topologies

In a completely connected topology, every node is connected to every other node
as shown in Fig. A6.1(a), that is, for every ∀i, j ∈ N , (i, j) ∈ E . Thus, there are
N (N − 1) links. The routing is straightforward as a node i sends messages for
node j directly on the corresponding link (i, j). Each node has N − 1 transmitters
and N − 1 receivers, one for each link. The diameter of the graph is one and the
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reliability of the network is very high as in addition to a direct link, there are N − 2
paths of two hops from a node to every other node. This is the most expensive
but most efficient topology. In practice, not many networks are designed using this
topology. However, in a given network, one may set virtual topologies that are
equivalent to a completely connected graph.

A6.1.2 Star and tree topologies

The star and the tree are two topologies that require a minimum number of links to
connect N nodes. The number of links is exactly equal to N − 1. A star topology has
a central node to which all other nodes are connected, as shown in Fig. A6.1(b). The
tree topology, as shown in Figs. A6.1(c) and A6.1(d), is hierarchical where the root
of the tree at each level has to act as the intermediate node in any communication
between nodes in the two halves of the tree (called the left subtree and the right
subtree). In the star topology, the central node communicates with every other node
using the direct link. If we consider the central node only as an intermediate node,
then the routing between any two nodes is always through the central node and each
path is of length two. The central node may become a bottleneck in communication.
Failure of this node also causes the entire network to fail. Moreover, the central
node is the most expensive node with degree N − 1 and has to support N − 1 other
connections. On the other hand, the degree of each node is bounded and that is a big
advantage. For example, in a star each node connects to only one other node and
in a binary tree each node only connects to three other nodes, one link to its parent
node and at most two links to its children nodes. The longest path in a binary tree
can be up to 2 log N . In a hierarchical structure such as a tree, a different number of
parallel links can be used to connect nodes at two adjacent levels to accommodate
more traffic near the root node. This is called a fat tree [45].

A6.1.3 Rings and multi-rings

The ring and multi-ring topologies are even simpler designs with fixed node degrees.
For a simple ring, each node is connected to two other nodes. If the connections
are unidirectional then the simplest ring has one incoming link and one outgoing
link. The diameter of the graph is N − 1. In a bidirectional ring, each node has two
incoming links and two outgoing links. A node i has a link to node i + 1 and node
i − 1 (module N ). The diameter of the graph is N/2. The multi-ring architecture
has multiple links from each node to other nodes. Each set of corresponding links
from each node forms one ring. Some examples of ring topologies are shown in
Figs. A6.1(e)–A6.1g.
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A6.1.4 Meshes

A node in an n-dimensional mesh structure has 2n neighbors, two in each dimen-
sion. A two-dimensional structure is shown in Fig. A6.1(h). Each grid point is
numbered using an n-dimensional tuple. Two- and three-dimensional meshes are
most commonly used in designing interconnection structures for multiprocessor
systems. A mesh can be extended or shrunk in any dimension allowing the easy
reconfiguration and scalability required in many subsystem designs.

A6.1.5 The hypercube and its variations

A hypercube is an n-dimensional structure, as shown in Fig. A6.1(i). The hypercube
and its variants are popular interconnection structures due to their unique properties
such as symmetry, regularity, low diameter, and good fault tolerance characteristics
[104]. A Boolean n-cube Qn = (V, E) has |V | = N = 2n nodes. Each node is
numbered using an n-bit binary string. The Hamming distance between two binary
strings is the number of bit positions in which they differ. A pair of nodes in a
Boolean cube are connected by an edge providing a bidirectional communication
path between them if the Hamming distance between their binary addresses is one.
An important property of an n-cube is that it can be constructed or decomposed
recursively from/to two lower-dimensional subcubes as is clear from its recursive
definition as given next.

Definition: a Boolean n-cube Qn = (V, E) is defined recursively as follows.

(i) The 0-cube Q0 is defined as a single node with no edge.
(ii) Qn = Qn−1  Qd

n−1, where the  operation is a twofold operation of the graph G =
(V, E) denoted by Gt = G  Gd that yields a graph Gt = (Vt , Et ), where Vt = V ∪ V d

and Et = E ∪ Ed ∪ { (v, |V | + v) | ∀ v ∈ V }.
The degree of each node, the diameter of the graph, and the node connectivity

of the hypercube graph is n each. The length of the shortest path between any two
nodes i and j in an n-cube is equal to the Hamming distance between their binary
representations. There are H (i, j)! shortest paths between two nodes i and j , and
among them H (i, j) paths are independent (node-disjoint or parallel). In a Boolean
n-cube, there are no cycles of odd length. The other regular topologies discussed
above can be embedded in a binary n-cube or its variations discussed below.

A6.1.6 Dynamic topologies

A dynamic topology is created by modifying an existing topology as the need
arises. This is achieved by adding links between nodes to either create more paths or
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point-to-point direct links to reduce delays and congestion and to improve perfor-
mance. The resulting networks usually look like random graphs with possibly no
symmetry and very little fault tolerance.

A6.2 Reconfigurable topologies

There are two important issues in the design of a reconfigurable network: the
ease of embedding a given permutation and the cost of implementing the network.
An N × N crossbar can realize all permutations easily but has a cost which is
proportional to O(N 2). To reduce the cost, a rearrangeable network [159] may
be acceptable. The generalized folding cube (GFC) and the enhanced hypercube
(EHC) are two such topologies derived from the binary cube architecture.

A6.2.1 Generalized folding cube

A generalized folding cube is obtained by folding a hypercube along any dimension
as follows. For a given Boolean n-cube Qn = (V, E), the folding operation of the
cube Qn denoted by f (Qn) yields a graph Q1

n−1 = (V 1, E1) and consists of the
following two steps.

(i) Split the cube into two subcubes by removing (n − 1)-dimensional links from Qn

(Q′
n−1 = (V ′, E ′) and Q′′

n−1 = (V ′′, E ′′)).
(ii) Overlap the two subcubes Q′

n−1 and Q′′
n−1 in such a way that v′ ∈ V ′ and v′′ ∈ V ′′

become one and the same node v1 ∈ V 1 if v′ and v′′ differ by 2n−1. v1 is numbered as
min(v′, v′′). Either of the two links in each dimension, corresponding to v′ and v′′, can
be used by either nodes, v′ and v′′, for communication.

The kth folding operation f k(Qn) = f ( f k−1(Qn)) yields a graph Qk
n−k =

(V k, Ek). The kth unfolding operation f −k(Q p
n ) = f −1( f −(k−1)(Q p

n )) = Q p−k
n+k =

(V p−k, E p−k), where k ∈ {1, 2, . . . , p}. The GFC denoted by Q p
n = (V p, E p) for

p ≥ 0, is defined from the folding operation of a hypercube: f p(Qn+p) = Q p
n . The

GFC consists of 2p pairs of links in each dimension and each node of the GFC
consists of 2p individual nodes of the original cube and a (n + 1)2p × (n + 1)2p

switch. The original hypercube Qn = (V, E) can be considered as a special case
of the GFC and also is denoted by Q0

n = (V 0, E0). Figure A6.1(j) shows a three-
dimensional GFC with 2p pairs of links in each dimension. The rearrangeability of
the GFC is shown in [253].

A6.2.2 Enhanced hypercube

If we wish to keep only one node at each vertex position and still want to design
a rearrangeable network, then by duplicating links in any one dimension of the
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original hypercube, i.e. two pairs of links are provided instead on one, we obtain
a structure that can provide conflict-free routes for every permutation [252]. The
EHC is shown in Fig. A6.1(k).

A reconfigurable architecture, such as an EHC or a GFC, is able to embed other
structures efficiently. The EHC and the GFC concepts can be combined to design
a more cost-effective network. This design methodology has been used to design
and implement the Proteus multi-computer system [31].

A6.2.3 Helical cube

A binary cube grows only as an integer power of two. To remove this deficiency, a
number of alternatives [103] have been suggested. An attractive option is a helical
cube that removes N − K nodes from a hypercube to obtain a K -node structure
while preserving all the advantageous properties of the binary cube such as regu-
larity, simplicity of routing, and fault tolerance. The degree of each node remains
n = log K . Only neighbors of removed nodes are affected and reconnected in such
a fashion that the high graph connectivity is maintained. The links connected to
nodes that are being removed are connected pairwise using a helical connection
strategy, hence the name helical cube. An example of a helical cube is shown
in Fig. A6.1(l). The details of the actual connection scheme are given in [28]. It
has been shown that this structure can have any number of nodes while main-
taining a high connectivity and the same level of fault tolerance as the original
cube.

A6.3 Arbitrary topology design

If the graph structure is not constrained to be a regular topology, then the design
problem can be formulated as a linear or non-linear programming problem. Suppose
we are to use certain kinds of links and are also given a traffic matrix. Here we
assume that only one type of link is available and will consider a more complex
problem in the last section. We wish to design a network that is connected. The cost
of connecting different links is different. Let Xi j denote if a link between nodes i
and j exists, Xi j ∈ {0, 1} and suppose the cost to lay the link is denoted by Ci j . Let
the original nodes be numbered from 1 to N .

One of the goals of the design is to minimize the cost, which is given by

cost = min
∑

i j

Ci j Xi j

Then the existence of links has to be subjected to conditions that the network
should satisfy. For example, each node should be connected by at least one link.
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This can be specified as ∑
i

Xi j + X ji ≥ 1

Then we may have constraints to specify that there is a path from each node to
another node, or the graph should be connected. It is hard to formalize this as an
equation, but it can be easily checked for a given {Xi j } configuration. After all the
constraints are specified, one solves the problem to find a solution that is a vector
of {Xi j }.

It may appear to be a simple problem but is generally very hard even for a
moderate number of nodes. Therefore, it is usually solved using some heuristics.

A6.4 Linear programming problems

In network design, we are mostly concerned with minimizing cost or delay in the
network while maximizing the performance. Such problems can be expressed as
optimization problems. The statements of such problems have an objective func-
tion that is required to be minimized or maximized subject to certain constraints.
In most cases, these constraints are also linear in relation. A general linear pro-
gramming problem (LPP) [84, 81] is to find values of n real variables, denoted by
x1, x2, x3, . . . , xn which will minimize or maximize an objective function given
by

z =
n∑

j=1

c j x j

where c j is a cost or reward value associated with variable x j . The set of constraints
that govern a feasible solution may vary in numbers and are also linear combinations
of variables x and have a general form

n∑
j=1

ai j x j ≥ bi i = 1, 2, . . . , m

The values of variables may also be bounded by some lower and upper bounds as
parts of constraints. For example, it may be desirable that all variables are positive
or do not exceed a certain value. There are various methods to solve LPPs. The
most commonly used method is the simplex method which has no more than

(n
m

) =
n!

m!(n−m)! solutions for m ≤ n possible solutions. The simplex method systematically
searches for an optimal solution over this space.

A variation of this problem is when all variables are restricted to be integers only.
This is called an integer programming problem (IPP) and it makes the problem
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more complicated. There are standard packages available to solve the two types of
problems. The goal of a network designer is to formulate the problem as an LPP
or IPP and then to solve it using a standard package or a heuristic algorithm. If the
problem size (the number of variables and constraints and therefore the number of
possible solutions to search from) becomes too large, then we use heuristic methods
only to solve the problem.
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